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PRRACS

The risk and uncertainty inherent in weapon system development pose

a significant challenge to cost estimators. Such uncertainty suggests

that a goal of absolute precision in cost estimation is impractical--

some error must be accepted. A systematic bias in cost estimation,

however, would present a problenk in that it can distort resource

allocation dmcisions and undermine the rationale for those decisions.

This problem is of particular concern in an environment of decreasing

budqets.

The difference between estimated and actual costs is often referred

to as cost growth. This research attempts to gain insight into both the

magnitude of the weapon system cost growth problem and the factors that

affect the yost growth phenomena. The results of this study should be

of interest to policymakers and analysts concerned with the quality of

DoD cost estimation and the efficiency of weapon system acquisition in

general.

This study was sponsor•i by the Office of the Assistant Secretary

of the Air Force for Financial Management (Cost and Economics) and was

performed in the Resource Management and System Acquisition Program of

Project AIR FORCE, a federally funded research and development center at

RAND.
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Cost growth in weapon system development, one result of the

inherent risk of developing advanced systems, has been a prevalent

problem for many years. A systematic bias in cost estimates can

undermine the basis of resource allocation decisions, an important

problem in a tight budget environment. Currently DoD is in this

situation,

This exploratory research attempts to gain new insight into this

old acquisition issue. In particular, our objectives were to:

1. Quantify the magnitude of cost growth in weapon systems

2. Identify factozs affecting cost growth

A better understanding of the scope of the cost growth problem would

provide decisionmakers with an improved basis for mitigating cost

growth. Insight into the drivers of cost growth might suggest policy

alternatives appropriate to the goal of mitigat 4,ng cost growth. This

research uses a database composed of !97 major weapon systems reporting

through the Selected Acquisition Report (SAR) process as of December

1990 to address these issues. While we have quantified the magnitude of

weapon system cost growth along a number of dimensions, we could niot

definitively account for the observed cost growth patterns. Thus, no

"silver bullet." policy option is available for mitigating cost grovth.

MEASURING COST GROWTH

Cost growth can be measured in several different ways, each

yielding a somewhat different picture of the magnitude of the problem.

Since a basic objective of this research was to gain insight into the

factors affe-ting cost, growth of on-going programs, we adjusted the data

to account for those fnctors not reasonably attributable to cost

estimdtors at the time an estimate is made. Hence we have made all

calculation in tezms of program baseyear dollars to remove the effects

of inflation, and we have removed the effects of quantity changes by

adjusting all cost variance Lo the baseline quaritity. Since three
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different baselines are possible for each program--planning,

development, and production--each associated with a particular Milestone

in the acquisition process, we have handled each baseline separately.

Most of the data we present are referenced to the development estimate

(DE) baseline made at the start of engineering and manufacturing

development (EMD); the database contains 150 programs with a DE

baseline.

The two factors that have the greatest effect on total program cost

growth are program size and maturity. Smaller programs tend to have

higher cost growth, in part because dollar changes are more visible in

percentage terms in smaller programs but perhaps also because smaller

programs may receive less high level management attention. Older

programs tend to have higher cost growth because of the accumulation of

problems and changes (e.g., performance improvements) over time. Both

of these effects can dominate any other factor affecting cost growth.

in this analysi., we have ,i-d weioht-r, Average er-st rgrowth figures when

making comparisons between groups of progiams, thus adjusting for

program size (measured as the total program baseline costt).

Additionally, we have used only programs that have progressed three or

more years past H:MD start, a cut oft poitil that re.isonnhly cnrrcsporncI,

With the avai.ldbil.iLy ot good quality information, C.urrentrly 128

prograrns are three or more years past. EMD start and have a DrEi hiooeline.

SCOPE OF THE PROBLEM

out. wlht11 fiikiij ¢.! . .i•.- i d wi tl, w, trlnll itro hnld -ha)v,, r• I lt, tcy

ittpioveos over time as o tunct.ion of imp,.oved information.

Uriforturiately, our roosu[t.n iriciicaLe thlat: co t iillmat -u .L fact -lit!

"-y. tiella'iticrIi y hianed t:oward underesti.nation. Weiqhted averAge Lot.la.

[tiogrlam (co:t ,rowt:li in. ahoit. 20 percent at. both1 t-he plil1-lilng (NL I.stuiiv

.t) and development (Mile-tone 2) baseIines, falling to about 2 percent:

at. t 111 pt oduiwt. Lor (Mi! euttorio 3a) baseline. However, here, very hik[h

V.A i.,rC•e! 1t •Orid t )hose overages redic'4 co t i deinco in t|he predi. t iv(,

po%.,wr . t.ht• rout cut imdtci . VFurtlier, t ho di1otribution ot the data i[

liqhly ,.;Ikowed toward conti. q oWLth It.h.ouqh 'OllL[ rog .emo ech eve bet tt or
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than estimated cost performance) and that distribution does not improve

significarinly over time as better quality information becomes available.

The weighted average cost growth of DE baseline line programs three

or more years past EMD start (n=128) as of December 1990 is 20 percent.

The Army and two of its main system types, vehicles and helicopters,

tend to have somewhat higher cost growth, explained in part by the

somewhat smaller size of Army programs in general. The average cost

growth for Air Force programs is slightly higher than the overall

average, while the average across Navy programs is somewhat lower.

Perhaps more important, little improvement has occurred over time.

A myriad of acquisition initiatives has been introduced over the last

several decades in an attempt. to control cost growth. These include the

1981 Carlucci Initiatives, the Packard Commission recommendations, and

several recent DoD regulations. If effective, we would expect to see

average cost growth decline in response. Our results indicate that cost

growth has fluctuated around 20 percent since the mid 1960s. The lower

cost growth for programs begun in the 1980s is due almost entirely to

the effects of maturity. We fully expect that these programs will incur

cost growth comparable to past experience as they mature.

FACTORS AFF3CTING COST GROWTH

In an attempt to gain insight into the factors atfecting cost

qtowlh , we exanlined flany ponsihble explanatory variables,, inc.luding mac-ro

IevH1 development rat; i(-,n, schedule rolat'-d fact-nrrn, nui- rrwanagenernt:

.III, l~ t, owl 1011 in,. ti . We ,llild .(iW -w I; ro(1I 1,l t-io il.ll p . rI, . w ullld

p (,l x[ li.11 ti CL gruwlt.11 outlc)inej We Obse2LVud. WIII lt ogla[( ilu4

lericl.], lj1intl cim tive, l -inturiLt.y, and iriodi ficeiti n veri'n - new developmenzto

, O .1' J tlit(l., ItI1t'L.y c'ovleI.nte:I w.i lI cont growih, no niigle Lcfac~tor explI.i.iniu

o 1.i it, tjo, -t.ion ,)I L..Iw- ohtetvvd varia i•e in cont c tul i I ] lL come '4i. T]Il

InM Xtm n.ll0 a IA 1.l.. 0(11 0u• 1 [. I .l.). - . ll V11 1 , I l t n:rl IIlqqI t.u J }],t l ' I IIItI- I I 1o

dun rio a.•l oxpladllrtI: ry vari able. lHence, to lie problu11 of cont. crowt:h doon

1O0I, 1hlVC - I "LICIYVo hII l p"oC iy IATIOplN.

POLICY IMPLICATIONS

()fitI l 'l .~ l•! :11l11(10it'!, 'I 1I1() t-lllh l t ;-Il~lf'I [.II 11I[ I.t)V l" ieI~t" I irl r~ lV ](1,l~ , ('(W t;
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initiatives intended to mitigate the effects of cost risk and the

associated cost growth. In fact, our results suggest that cost growth

has remained about 20 percent over this time period. Of interest is

that this result is somewhat better than the cost performance in many

large civilian projects, such as energy and chemical process plants.

NoneLheless, rather than suggest that we have reached the limits of

our estimating ability, the apparent consistency in cost growth could be

explained in terms of incomplete or incorrect implementation of the

various cost control and budgeting initiatives, due to strong

institutional barriers. We have not yet fully examined an important set

of potential explanatory variables--institutional and incentive

structure factors--that may be fundamental drivers of cost growth. Part

of the intent of some of the recent cost and acquisition management

initiatives have been oriented toward changing such structures. Full

and honest implementation of existing regulations might improve the

situation. Of course, major changes probably would be required in the

institutional structure and incentive system of the c:urrent acquisition

process.

The inability of any single factor to explain large portions of

observed cost has important policy implications. It suggests that any

policy solution of necessity will be complex, incorporating all apects

of the acquisition process and requiring changes in behavior in all

responsible parties, from the syitem program office through Congress.

Vs rt her, i nflat ion is notoriounsly di f[ficult to Cest.. imate accciately, and

quantity changes may be necessary because of changes in the budget.

environment or threat--factors well beyond the control of program

management. Additionally, the very large uncertainty inherent in

developing advanced systems suggests that cost risk never can be removed

completely,

Given the presumed level of effort required to further control coit

groý;th, we must ask if the problem is worth the cost of the solutions.

Sucli a determination in best left to decisionmakers concerned with the

qga] ity of resource allocation decisions. It is worth pointing out,

however, that the sum total ostimated conts for the DE baseline proqrams

in our datcabas.' is more than $450 billion dollars (in FYg0: ), spread



.. .

over several decades. Twenty percent of that figure ($90 billion) is

significant and could have a substantial cumulative effect on resource

allocation decisions, particularly in times of increasingly tight

budgets.
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1. INTRODUCTION

Historically, cost estimation has posei a significant challenge to

estimators, planners, and manager in both government and industry.

Considerable historical evidence shows that accurate cost estimation has

been difficult to achieve across a wide range of projects, including

weapon systems, energy and chemical processing plants, and large

construction projects.' The explanation for this difficulty lies in

part in the technical uncertainty inherent in large scale,

technologically challenging projects.

One result of this inherent uncertainty is the persistence of cost

growth in weapon system developnment programs. Cost growth affects the

quality of decisions concerning U.S. defense policy. Inaccurate or

imprecise cost estimates can distort the rationale for resource

allocation decisions, comparisons between competing systems, and

procurement expenditures. Unfortunately, no proven method exists to

identify overly optimistic or pessimistic cost estimates at the

different stages o. a development program.

Cost growth can be defined simplistically as the difference between

estimated and actual costs. The direction of error measured from the

estimate baseline can be either to initially understate costs, in which

case cost growth occurs, or to overstate costs, in which case a cost

reduction is realized. The effect on decision making is the same;

however, both overrtins and underruns reduce the quality of resource

allocation decisions. This report uses the term cost growth to include

both cost increases and decreases from the estimate baseline.

!For examples, see Edward W. Merrow, et al., A Review of Cost
EsLimation in New Technologies: Implications for Energy Process Plants,
RAND, July 1979, R-2418-DOE; and R. W. Hess and C. W. Myers, Assessing
Initial Cost Growth and Subbequent Long-Term Cost Improvement in Coal-
to-SNG Processes, Gas Research Institute, August 1988, GRI-89/0129
(especially Figure 1.1).

IIII6IIII II
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OBJICTIV'E

An occasional inaccurate estimate would not pose a significant

problem. A problem arises only if cost estimates are systematically

biased. Conventional wisdom is that cost estimates are biased downward;

they commonly understate the actual costs of a development program.

Systematic bias can lead to erratic acquisition decisions (e.g., more

start and continuation decisions) that contribute to problems later in

the system life cycle, such as the "bow wave" phenomena in which too

many programs reach high funding levels at the same time; reduction in

operation and support accounts to compensate for increases in the

development and procurement accounts; and quantity reductions that

affect force structure plans and capabilities. Some evidence of a

downward bias leading to cost growth has been documented: but little

attempt has been made to quantify the extent of the bias and understand

its causes. Improving the accuracy and precision of cost estimates

requires both.

As an estimation goal, we would like to see cost estimates normally

distributed around a mean of zero, indicating no aystematic bias and

that, on average, estimates are reasonably good predictors of actual

costs. Further, we would expect the accuracy of our estimates to

improve over time as the system definition becomes firmer. As

documented in detail in later sections of this report, actual experience

does not correspond with these desired attributes. Figure 1.1

illustrates that in fact weapon system co:it estimates have an inherent

systematic bias of a substantial magnitude.! Weapon system cost

estimates are in fact systematically biased, by about 20 percent on

average in the early phases of a program, and that bias remains well

into the production phase, with no real improvement in the distribution

of errors around the mean. The basic goal of this research is to

understand the reasons why actual experience is so different from what

we might desire and to gain insights "hat might enable moving actual

experience toward our goal of improved estimation accuracy.

2 The details of this tigure--hnw cost growth is calculated, the
differences between baselines, etc.--will ba explained in more detail in
later sections of this report.
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(Weighted average,
1.5 mature programs)

1.4

1.3

1.2

0.1.0-I0.9

0.8

One standard deviation shown
0.7

0.6 - I
PE DE PdE

Milestone 1 Milestone 2 Milestone 3s

Figure 1.1-Zatimation Accuracy at sucoessive Milestones

The research presented here is an exploratory analysis of cost

growth in weapon system development programs. We have limited this

effort to information available in Selected Acquisition Reports (SARs),

as they provide the most reasonably cgnsistent and readily available

data source for both cost growth and potential explanatory variables. 3

The objectives of the rcsearch are !o:

1. Quantify the magnitude of weapon system program cost growth

2. Identify factors affecting cost growth.

The first objective is intended to determine the extent of the problem.

The second objective focuses on identifying the causes or drivers of

cost growth. Ptiowledge ot the underlying reasons for cost growth would

AAn assessment of the usefulness of SAR. in cost growth analysis
has been reported separately. See Maj. Paul Hough, USAF, Pitfalls in
Calculating Cost Growth from Selected Acquisition Reports, RANT), N-3136-
AF, 1992.
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facilitate achievement of the long-standing goal of improving cost

estimating and controlling costs during weapon system acquisition.

STUDY OVERVIUW

Two basic research approaches can be used to study acquisition

issues, including cost growth. One is a case study approach. That

approach might provide considerable detail on factors that drive cost

growth in a few programs, but the results would not be generally

applicable. It is difficult to formulate general policy from a few case

studies.

Another approach is che "large-N" study. In that approach, some

detail is sacrificed to enable a much broader scope study involving

collection of a relativ,'ly few basic variables on a large number of

programs. The results of a large-N study are more generally applicable.

Because they provide information on the relative importance of factors

at a more macro-leve., policy alternatives can be formulated more

easily. This approe.ch is adopted here.

The results presented in this report are derived from information

contained in SARs, with some technical and programmatic information

supplemented from other publicly available sources. We intentionally

imposed this constraint on the research buth because of the availability

of SARs and because we wanted our results to be comparable with similar

cost growth refjearch. For reasons that we will make clear, the results

of the many pest cost grow-:h studies are not directly comparable with

this research because of tae differences in how the SAR data are

adjusted.

We have defined cost growth (positive or negative) as the current

estimate or actual costs of a program divided by the baseline estimate.

Those estimates are adjusted for inflation and changes in quantity. The

result is a cost growth factor: ratios greater than one indicate cost

overruns (or cost growth), and ratios less than one indicate a cost

underrun.

The overall database consists of the entire universe of weapon

syatem programs that have reported through the SAR process as of the

December 1)90 SAR. The actual working database consists of 197 programs
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with program start dates ranging from 1960 through 1990.4 Those

programs include all three military services and nine classes of weapon

systems. The cost data were collected in a time series format,

supporting both static or point estimate analysis (as of December 1990),

as well as trend analysis. Programmatic characteristics such as

performance and schedule factors also were extracted from the SARs to

aid in the exploratory analysis.

We sorted the data into logical categories such as service,

maturity, weapon system type, and program size. Relationships and

hypotheses were tested against programnatic data with a combination of

sitrple correlations, graphical representations, and tests of

significance between means and standard deviations of various groupings

of data. The results, based on independent variables derived almost

exclusively from SAR data, provide little significant support for any

hypotheses but do support some a priori notions on cost growth while

casting doubt on others.

Organization

Section 2 of this report describes the research approach in more

detail, including a description of the SARs and our database. Section 3

documents the basic adjustments we made to the data and shows the effect

of these adjustments on the results. Section 4 begins the exploratory

analysis by addressing some of the basics of cost growth, Luch as

comparisons across services and over time. Section 5 examines several

simple hypotheses thought to explain differences in cost growth across

programs, such as the existence of prototyping and schedule variance.

Section 6 summarizes the res'ts eand suggests future research that might

be valuable. The somewhat extensive Appendices include the current

4The total number of SAR programs through Decemrber 1990 is 214. We
dropped 16 programs from the database because they never reported costs
in constant dollars. These are all very early programs, most of which
never reported after March 1974. Further, we have maintained a combined
line for the SUBACS program, although the Navy has separated the AN/BSY-
1 from the AN/BSY-2 version.
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status (as of December 1990) of the programs included in our database,

as well as the rationale supporting some of the categorization schemes

used in this research.
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2. ] 3Z3ARUH APPROACH

DATA BOJRCNB

The DoD Selected Acquisition Reports (SARa) are the basic source of

information for this cost growth analysis. The SAR is one of the few

official management reporting systems that provides consistent and

reasonably reliable data on the status of DoD acquisition programs. The

SAR includes a summary of key cost, schedule, and technical information

on major programs that meet minimum reporting criteria. Cost

informati.on includes baseline and current estimates of total acquisition

costs and is reported in both base year and then year dollars, allowing

analysis on a constant dollar basis or a total current dollar basis.

The programmatic information in the SAR (e.g., schedule and performance

data) may be used as a source of independent variables fcr explaining

system cost changes.

Explanations for the difference between the current: and baseline

estimates are given in the SAR variance categories. The current seven

cost variance categories are defined belowt

1. Economic: changes in price levels due to the state of the national

economy

2. Quantity: changes in the number of units procured

3. Estimating: changes due to refinement of estimiates

4. Engineering: changes due to physical alteraticn

5. Schedule: changes due to program slip/acceleration

6. Support: changes associated with support equLpmenL

7. Other: changes due to unforeseeable events.

Allocations to these categories are made by the program offices using

the methodology described in DoDD 7000.30 (May 1980). The important

point here is that allocations are made on the basis of programmatic

effects, not causes, making the variance categories unsuitable as

potential explanatury variables. Nevertheless, they contain narrative



and quantitative information critical to both our cost growth

methodology and analysis.

Although formal submission of SARs to Congress began in 1969, they

were not legally required until 1975 (PL 94-106, the FY76 defense

appropriations bill). Originally the SAR requirement was formalized in

DoD Directive 7000.3, which has been revised many times since its first

issuance in February 1968.5 The current SAR requlation has been

published as Part 17 of DoD Tnt-ruiction 5000.2 and includes descriptions

of format, reporting requirements, and calculations. SARs are developed

at the program office level and are reviewed by the Performance

Management Office in OUSD(A) before release.

?'igure 2.1 shows the number of new SAR reporting programs over

time. The height of the bars in Figure 2.1 is indicative of the number

of new program starts in any given year, changes in SAR reporting

thresholds, and the number of waivers that either DoD or Congress allow.

The large numbers of programs reporting in the early 1980s reflect the

military buildup of the early Reagan Administration, Table 2.1 sholvs

the change in reporting thresholds. Though significantly raising the

reporting threshold, the 1983 chanige resulted in a significant increase

in the number of programs that must submit SARs and reduced DoD's

discretion in choosiiLg which programs those would be. However, that

increesed reporting burden was mitigated by requiring only the December

SAR to be comprehensive, with the qularterly submissions mandated only if

certain variance t hreshuLds were exceeded. Note that the number of

programs reporting in each year will vary as a ftunction of tne number of

carryovers from the previous year, the number of new programs, and the

nimber of terminations (cancellation or completion).

Excluding crnnrirtor and program office records, the SAR is perhaps

the best source of data available to the researcher and certainly the

most comprehensive database assembled in one location. Because of the

scope of the data, length of coverage, and ease ot access; SAR .ata are

the basis ot cu.;t growth studies both in and out of DoD. Nevertheless,

'See Hough, 1992, for a description of these changes.



this database is noL without its problems. Among some of the well-known

limitations are

1. High level of aggregation

2. Changing baseline estimates and program restructuring

3. Changing preparation guidelines and thresholds

4. Inconsistent allocation of cost variances

5. Emphasis on effects, not causes

6. Incomplete coverage of program cc3ts

7. Unknown and varied budget levels for prugram risk.

These and other inore subtle problems are fully described in a

companion report. 6 These problems can introduce unacceptable error in

35 ,AND04,09U. .C

Does not Include speclal access programs.
Stinger-RMP and Laser Hellfire not counted

30 - as new.

25 -

120 •

15
E
M

5 IM69

1969 1971 1973 1975 1977 1979 1981 1983 1985 1987 1989 1991

Figure 2.1-New hoporting Programs by Year

6 Hough 1992.
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Table 2.1

BAR Reporting Threshold Requirements

Law Year RDT&E Procurement
none 1969 $25 million $100 million (TY$)
PL 94-106 1975 $50 million $200 million
PL 96-107 1979 $75 million $300 million

.-PL 97-252 1983 $200 million $1 billion (FYS0$)
NOTEt Hough, 1992 (N-3136).

cost growth calculations unless care is taken to fully undprstand the

SARs for a specific program and how the SAR data were generated. A

thorough understanding of the limitation and caveats ot SAR data is

important in correctly interpreting the data. SARs are useful for our

purposes because they allow general descriptions of patterns and macro-

level trends,

DANIC RUTHODOLOGY

A key question in cost growth analysis is how to measure cost

growth. The issue ultimately revolves around the adjustments made to

the data as part of the cost growth calculation. This section provides

an overview of our basic methodology. The effect of the various

adjustments is shown in detail in a later section.

A number of measures of system cost growth are possible given the

same data. In general, cost growth is measured with respect to baseline

goals established earlier in the proryram. Nominal, or unadjusted cost

growth captures all program cost changes from the baseline while

adjusted cost growth excludes any cost variance caused by inflation or

changes in quantity procured. Nominal cost growth is an appropriate

measure if the only concern is the impact of cost growth on the federal

budget. Adjusted cost growth, however, is a more relevant measure when

trying to determine how well program management has done in estimating

and controlling costs within its command. For example, a program that

finishes within budget but procures only half the originally estimated

quantity would demonstrate zero nominal growth but significant cost

growth when adjusted for quantity. Failure to adjust for inflation will

result in higher cost growth measures than otherwise would be the case.
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Moreover, the older the program is and the higher the inflationary

experience, the greater the impact on cost growth. Large quantity

changes ran so dominate measures of nominal cost growth that true cost

performance is totally masked. We used the adjusted cost growth measure

to search for underlying patterns and trends in cost growth over time

and within a program.

Determining the adjusted cost growth for a given program is a two-

step process. First, the effects of inflation are removed. Because the

SAR provides data in both base-year and then-year dollars, the effects

of inflation are readily apparent. The baseline costs, current costs,

and cost variances all are shown in constant (base-year) and inflated

(then-year) dollars. SARs first included base-year cost data in March

1974, and only 16 SAR programs were excluded from analysis because of

lack of base-year data. 7 Adjusting for inflation requires only that all

calculations be made in base-year dollars.

The second step in determining adjusted cost is to remove the

effects of quantity changes. Adjustment for quantity is technically

much more difficult and requires that the researcher, to the extent

possible, identify all cost changes caused by a change in the originally

programmed quantity. After this amount is determined, either the

current estimate can be adjusted to the same quantity level as the

baseline, or the baseline estimate can be adjusted to the current

estimate quantity. While both methods may result in approximately the

same answer, the latter produces a floating baseline and may lead to

inconsistencies. We choose to maintain the integrity of the baseline;

an established RAND practice in cost growth analysis for two decades.

Thus, if quantity did change, the current cosL esLimate is always

adjusted to what it would be if the program were still procuring the

baseline quantity. To this end, we use the following procedure applied

to each SAR submission for each progre.m:

"The cost expenditure profile o[ these early programs was not
provided in SARs. Thus, total program cost in then-year dollars could
not be converted to base-year dollars,

l in EE
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1. Subtract the previous procurement estimate from the current

procuirement estimate to determine the current variance.

2. Identify the cost variance associated with quantity, including the

reported quantity cost variance and all cost variances from the

narrative that are attributed to quantity but reported in other

variance categories such as schedule, support, engineering, or

estimating.

3. Subtract the total quantity variance (reported plus narrative) from

the current procurement variance to find the current net procurement

variance. This number is the total cost change as reported by the

SAR that is not a result of quantity change.

4. We then "normalize" the net procurement. current variance with the

total program cost quantity curve under the assumption that all

costs, direct and indirect, are driven by quantity.8 Thus the

methodology accounts for all quantity induced effects, including

changes in direct quantity, recurring cost per unit, cost/quantity

curve slopes, and nonrecurring costs. The effect of the

normalization procedure is usually minimal but can be high when both

the net procurement variance and the quantity change are large.

5. The normalized net procurement variance is added to the research,

development, test and evaluation (RDT&E) and military construction

(MILCON) variances (not adjusted for quantity) to determine the total

program cost variance (either positive or negative) between the

prcvious estimate and the current estimate.

Then a cost growth factor (CGF) is calculated by taking the total

program baseline cost, adding the cumulative total cost variance to

date, and dividing by the total program baseline cost. This procedure

"•Thc total program cost quantity curve was derived from the annual
funding summary in the December 1990 (or final) SAR provided that the
reqression yielded a measure of fit of at lerist R2 > 0.70. When the
least squazes line fit the data poorly, we nmed t. te average of "good"
curves from the same class of we-apon systems. The theory behind the
normalizatio.i is explained in detail in E. rews, et al., Acquisition
Policy Effect:iveness, Appendix A, October 1979, R-2516-DRE. Hough,
1992, also c(rmtainv a good summary of the rationale underlying the
normalizatior methodology.
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was performed for each SAR submission for each program. Total program

cost growth is calculated by summing the adjusted and normalized cost

variance over all SARs for the program. A CGF over 1.0 indicates cost

growth while a CGF less than 1.0 demonstrates favorable cost

performance. We also calculated CGFs for RDT&E and procurement cost

separately. The procurement cost growth uses the procedure described

above buL without adding development and MILCON variance; while RDT&m

cost jrowth is simply the current estimate of development costs divided

by the development cost baseline. By using this procedure beginning

wiith the baseline and ending with the December 1990 SAK (or the last SAR

for the program), cost growth can be calculated at annual intervals for

the program as well as the most recent cost growth (as of December 1990)

for the program.

DATABASH OVERVIMW

The database includes 197 programs as of the December 1990 SAR.

These programs are distributed across thc three military services and

across weapon system types as shown in Table 2.2. About 25 percent of

the total is accounted for by each of electronics and missiles and an

additional 25 percent by ships and aircraft combined. Appendix P

provides the rationale for the system type categorization of each

program. -able 2.3 libts all programs by category.

Table 2.2

Distribution by Weapon System Type

yitem Tye Aii Force Army Navy OSD TOTAL
Aircraft 14 0 9 0 23
Missile 19 20 17 0 56
I&Ilicopter 1 5 2 0 6
Electronic 20 13 19 0 52
Munition 1 7 4 0 12
Veh i c le 0 8 1 0 9
Ship 0 0 21 0 24
Space 6 0 1 0 7
Other 2 1 2 1 6
TOTAL 63 54 79 1 197
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A program can have three SAR baselines over its life cycle. The

Planning Estimate (PE) is the earliest and occurs around Milestone 1.

The PE has not always been included in SARs; it was only recently that a

PE baseline submittal was required. Currently, major programs must

submit a PE baseline SAR that corresponds with the RDT&E program;

although procurement estimates are often included, they are not

required. The DE, associated with Milestone 2 (EMD start), has been the

most common baseline and does include total program acquisition costs

(RDT&E, procurement, and military construction). The production

estimate (PdE) is made about the time of Milestone 3a or the beginning

of production and also includes total program costs. Often, however,

one of the earlier baseline estimates (PE or DEý is maintained

throughout the program, and the PdE never is shown formally in the SAR.

The majority of programs, particularly older programs (i 9 6 0s and 1970s'.

have only development estimates. For some programs, PE and PdE

baselines were estimated using Milestone 1 and Milestone 3a dates to

indicate the initial (PE) baseline or the current estimate at the time

the program was transitioning to production (PdE). Thus, each program

zould have three different baselines. Our database includes only five

programs where this is the ca. .e, but we have many programs with at least

two baselines. Since cost growth must always be referenced to a

baseline, we end up with 278 distinct cost growth factors, distributed

across the three baselines as in Table 2.4. Because combining baselines

blurs tundamental distinctions relating to program maturity and

information availability, the analyses were conducted separately for

each of the three baselines.

Table 2.4

Distribution by Baseline Type

Number Percent of Total
Planning estimate 38 13.7
Development estimate 150 54.0
Production estimate 90 32.3
TOTAL 278 100.0
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The basic variables included in our analysis and a brief

description of each are included in Table 2.5. The four basic types of

variables are categorical descriptors, schedule-related, cost-related,

and performance-related. For the most part, each of the variables in

Table 2.5 is eLther a variable that enables the database to be sorted in

particular ways or a potential explanatory variable. These variables

either were extracted directly from the SAR or else derived from

information available in the SAR.

The categorical variables we examined are based on the notion that

differences ir. cost growth may exist between specified groups, such as

prototype versus nonprototype programs, across services or weapon types,

or between modification And new programs, These variables allowed us to

construct subsets of the database for comparative analysis.

The schedule-related variables are important in that time-related

variables or the timing of the program may influence cost outcomen.

These variables were all oalculated based on the calendar dates listed

in the SAR for specific milestones: Milestones 1, 2, 3a, first

operational delivery, and the start and completion if Initial

Operational Test & Evaluation (IOT&E). When possible, both the planned

and actual date were obtained for each event. Thus the planned and

actual lengths of various intervals (calculated in imonths) and

percentage ch,,nges (e.g., schedule slip) could be derived. These

measures were used as pocsible factors explaining or affecting cost

growth.

'The cost variablLOs include the data needed for the cost growth

,ýalcuLation as well as ior calculating weighted averages. Using

constant pr(oTram baseyear dollars for PDT&E, procurement and military

c•,istruction costs, the cost growth lor each baseline was calculated as

d&scribed eartier. The total program acquisItion cost at the time of

the bas eqi m timnte was used as the basis for calculatirir, weighted

averages. We also split out the cost growth associated with the RDT&E

and piocuremernt program to see if thei were any diffirences ir the

iat o5l f.tecting them.
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Table 2.5

Blements of the Database

Variable Description
Categorical Descriptors
Program name Common name and system designation
Service Military service with management

responsibility
Weapon type Weapon system classification
Contractor Prime contractor (a)
Prototype indicator Designates prototype/nonprototype
Confidence Assessment of confidence in prototype

designation
Precedeiht Prior experience with system/technology
Modification indicator Designate4 modificaticn/new start
Unit quantity, change Direction and magnitude of quantity

change from each baseline type
Schedule Related
Program initiation Year of Milestone 1 (or equivalent)
Development start Year of Milestone 2 (or equivalent)
Years past program initiation Maturity metric based on Milestone 1
Years past development start Maturity metric based on Milestone 2
Phase 1 plan Planned time (months), Milestone 1 to

Milestone 2
Pnase 1 actual Actual time (months), Milestone 1 to

Milestone 2
Phase 2 plan Planned time (months)., Milestone 2 to

first delivery
Phase 2 actual Actual time (months), Milestone 2 to

first delivery
Total planned length Planned time (months), Milestone 1 to

first delivery
Actual program duration Actual time (months), Milestone 1 to

first delivery
Concurrency (1) CBO metric (August 1988)
Concurrency (2) Difference between Milestone 3a and IOT&E

completion
IOT&R slip Difference between planned and actual

IOT&E complet icon
Level of effort hatio Phase I length to Phase 2

Cost Related
Cost growth factor Total program, one for each baseline
Program size Total. program cost in FY89$
Cost distribution Ratio RDT&E to procurement costs for both

baseline ard current ostimates
RDT&E cost growth Cost change for RDT&E only
Procurernent cost growth Cost change for procurement., normalized

Perfh rnymice Lelated
Compc,•ite performance ratio Average ratio of all performance metrics
Comnpox.;Lte operational ratio Average ratio of operational metrics
Composite technical ratio Average ratio of technical metriPs
Performance short-fall ratio Ratio of number indicators not met to

total
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The performance related variables are based on the performance

section in the SAR, which lists the estimated and demonstrated

performance across a number of indicators relevant to each program. We

calculated performance ratio, in a manner similar to the cost growth

calculation with similar interpretations: ratios less than one indicate

that the system did not achieve the performance goal; while ratios

greater than one indicate performance above the goal. The ratios are

used as a proxy for technical difficulty, a commonly cited factor

affecting cost growth.
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3. THn SPl3CTI OF D&TA AD•UUTMiUN

The particular adjustments made tn SAR cost data can affect the

results of a cost growth analysis. The adjustments made to the data

should reflect the goals of the study. For instance, if the objective

of the study is to show current budgetary impact, then no adjustment

should be made; data that reflect the effect of all inflationary and

scope changes are required. On the other hand, if the research goal is

to identify the factors affecting cost growth and suggest strategies for

mitigating the effect of those factors, then the data should be adjusted

to reflect only those things that are reasonably within the cost

estimator's ability to estimate and the manager's ability to control.

The estimator's role in causing and mitigating cost growth is an

important issue. It is unreasonable to expect precise accuracy in a

cost estimate for an advanced system, especially very early in a program

when the system definition is still evolving. The discussion of Figure

1.1 (see p. 2) suggested that the desired estimation goal would reflect

an unbiased estimate with an expected variance of zero and a narrowing

band of error over time. However, there are questions as to the

responsibilities of an estimator, For instance, since both schedule and

technical goals can affect cost outcomes, should the estimator be

responsible for questioning unrealistic goals, based on historical data?

Alternatively, the estimator's role can be defined as simply calculating

costs based on a given methodology and various schedule and technical

inputs. Although generally the broader view of the role of the

estimator is adopted, SAR data allow adjustment only for inflation and

quantity change that occur after the estimate has been made, items that

cannot reasonably be attributed to cost estimation error.

Unfortunately, some otner items are beyond the estimator's control and

we cannot normalize them; these include changes to schedule, production

rate, scope, configuration, and degraded performance. 9

9 Performance degradation is important as it can be considered a
nonmonetary cost. Thus an important caveat is that we cannot normalize
for relative performance achieved. Also we cannot account for costs
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Adjustments also need to be made to ensure the compatibility of

data across programs. While the directives governing SAR preparation

are intended to be applied consistently across programs and between the

services, differences do arise in practice. Such differences can affect

the results of analyses using SAR data. To achieve the goals of the

current research, the data were adjusted significantly, both in terms of

interpreting the data in the SAR and adjusting that data as part of the

cost growth calculation. This section discusses these adjustments.

ZNTNRPRETZVE ADJUSTMENTI

A companion report documents several problems involved in using SAR

data for cost growth analysis.10 Inattention to those problems results

in some distortion in the cost growth figures derived from the SARS.

This research follows the measures discussed in that report to mitigate,

to the extent possible, any distortion resulting from the quality and

our use of the data.

Our basic rule was to maintain the integrity of the baseline. When

collecting data from the SARs in a time series format, a comnon

occurrence is that the baseline changes for a particular program.

Sometimes the change is to a new baseline type (e.g., PE to DE); in this

case we simply calculate cost growth using both baselines and treat them

separately, Sometimes, however, a given baseline type changes, for

example, revising the DE baseline several years after the initial DE.

Reasons for that type of baseline revision vary considerably, from

correcting previous in1lati-ni estimates to adding the costs of a scope

change. We treat such char-cles as cost variance arid do not adjust to the

baseline.

Another type of interpretive adjustment that should be made

concerns the splitting or joining of programs. The most common forms

are sequential model.ý (e.g., F-15A/B, C/ID, and E versions). While major

changes to an existing system should be considered as separate programs

for the purposes of cost growth calculations, usually the SARs do not

associated with fixing performance problems, sinc,- they are often in the
operations and maintenance accounts.

10Hough, Pitfalls, 1992.
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provide the information necessary to break out the costs associated with

different models. in the other direction, a problem program is

sometimes split into its component parts, allowing each to be

rebaselined. The result `s a decrease in cost growth. One example was

the Navy SURACS program, which was split into the AN/BSY-l and -2

programs. The SARs reported them as separate programs for several years

but then combined the AM/BSY-2 into the SSN-21 SAR. However, since the

scope did not change, we treated them as a single program corresponding

to the baseline ir, the original SAR.

NORMALXZATION

The quantitative adjustments to the data can affect the measured

cost growth considerably. Since our ultimate research goal was to

identify the factors affecting cost growth, we wanted to remove the

effects of tactors beyond the control of cost estimators at the Lime

they develop the baseline estimate. These include the eftects of

inflation and quantity changes. In performing the cost growth analyses,

a specific baseline type needs to be chosen that will remain consistent

throughout. We further sorted the database by progrum size and program

maturity. The result is a better reflection of potentially controllable

cost growth.

We accounted for inflation by pertorm!.ng all calculations in

constant base-year dollars. Changes tn quantity are accounted for by

usi urc 1AR data via the specific r,,ethodoloqy (1i.ncuLsed L1 the pra Vi O;iJ0

sect. ioni. The basic rule was to adjust the coet variance to t: he bane line

quantity each time the quantity chariged. The effects of data

adjustments are summarized in Table 3,1. for DE basellne p)ro0cramr as of

the December 1988 SAH. Each successive adjustment changes the resulting

average cost growth, Inflation and quantity are shown t-o have the

largest effect on cost growth: the ave..ige gcost. growth for 125 programs

after norinalizatior is 42, percentage pcintn, lower1th thtl he lrnladjusted

result. This rnsult accounts for much ot the difterencoe between our

results and t.hose pubilshed by the General Account inrg Ot(ficL:, ((;AO)

1ISee, for example, ýYeapo.us Cost: An,1lyziis of Major Weapon System

Cost and Cuantity Chanq•s, GAO/NSTAfl-89--12FS1:, November 1988.
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Table 3.1

Xffeat of Data A4juatment

Cost Growth Number of
Factor Observations

Unadjusted 1.71 125
Adjusted for:

Inflation 1.35 125
Quantity 1.29 125

Further sorts by:
Maturity 1.30 107
Program size 1.20 107
NOrE: Adjustments are cumulative and inclusive.

Data from SAFls as of December 1988.

Another important adjustment is for program size. This adjustment

is substantive, though it is not directly related tr, cost estimation.

As Figure 3.1 illustr4Ates, a otionj relationship exists between program

size and cost growth. Smaller programn tend to incur higher cost

growth. Part of the explanation for this relationship is found in the

cost growth calculation itself: a small dollar change in a small

program may be proportionately greater than a larger variance in a

larger program. Additionally, smaller programs might not receive the

same level of management attention as larger dollar value programs.

Alternatively, smaller programs may have proportionately more of their

coSts in research and development (R&D) accounts, which as we

demonstrate later, incurs generally higher cost growth, Table 3.2 shows

the effect of program size and baseline type un average cost growth for

all programs in the database. A oimple average cost growth factor is

seven percentage points higher than a weighted average for all programs

in the database. The weight used here is the total estimated baseline

acquisition cost (in FY90 dollars). While still somewhat crude,

weighted averages better reflect the actual budgetary impact of cost

growth by accounting fvr program size: small percentage changes in

large programs may be more important than large changes in smaller

programs. Because of this effect, all averageF will be presented .2

weighted rather than simple averages.
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Table 3.2

Effect of Program Size On Cost Growth Averages

Sj Z~ Averag_ Weighted Averagc

Total database (n=278) 1.20 1.13

Planning estimate (n=38) 1.19 1.1.4
Development estimate (n=15,0) 1.30 1.20
Production estimate (ne90) 1.04 1.02
NOTE: Data adjusted for inflation and quantity.

Previously we mentioned the importance of referencing cost growth

to a Qonsintont baseline. Table 3.2 shows that the difference across

baseline typ2 can be substantial. The impliAcation is that all Aiialyses

must be performed for each baseline; mixing baseline types will distort

vhe results. Fiurther, results ot analysis using a mixed baseline data

set are difficult to interpret because of the differences in Limi!'i and

quality of estimating inherent in each baseline type. We have chosen Lo
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present the analysis using the DE baseline, because it is more highly

represented in our databaso and is more common in other studies. 12

The age of a program correlates significantly with cost growth

outcomes. That relationship is shown in Figure 3.2; older programs tend

to have higher cost growth, a strong correlation that tends to dominate

most other cost growth drivers. This relationship can be explained in

part by the accumulation of problems and changes in a program over time.

Also product improvements to enhance system performance may cause more

costs to be incurred and the cost growth factor to increase over time.

To date we have not been able to account for this effect in our

analysis. On average, a 2.2 percent per year increase occurs above

inflation as a program ages, although the variance is high. While the

figure measures maturity as years past EMD start, the same basic pattern

holds if we measure years past program initiation (Milestone 1). The

implication for cost growth analysis is that a distorted result occurs

if program age is not accounted for. We have chosen a *implistlc way to

account for maturity: we define maturity as three or more years past

EMD start. The effect of this somewhat arbitrary definition is shown in

Table 3.3. Younger programs have significantly lower ;osL gtuw.Al

factors, on average, because fewer events affecting cost growth have

occurred.

We have demonstrated that normalization has a significant effect on

the resulting cost growth, In the analyses that follow, all the data

have been treated accordingly, unless otherwise stated. Specifically,

1. All cost calculations use constant baseyear dollars

2. Cost variance haa been normalized to the baseline quantity

3. Only programs three or more years past EMD start are included

4. Only the DE baseline is used1"

5. Weighted averages are used when appropriate.

1,•We have performed analyses similar 'to those presented in the
remainder of this report for all three baselines. While the magnitude
of a specific relationship may differ, the overall patterns are fairly
consistent across baselines.

13Similar analyses were performed for the PE and PdE baselines, but
thp results are not presented here.
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Table 3.3

affect of Maturity on Cost Growth

Years Past EMD Cost Growth Number of
Start Factor Observations

Total DE 1.20 150

Less than two 1.14 22
Three or more 1.20 120

NOTE: DE baseline, weighted average. The start of
development could not be determined for eight programs
witn a DE baseline: Safegudrd, DSP, A-7E, LHA, E-4,
CELV, VAST, and SDS/GPALS.
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4. THI BASICS OF DOD COST GROWTH

This section addresses some of the more common questions associated

with weapon system cost growth by/ presenting some of its basic

characteristics. These include overall magnitude, differences between

services and weapon types, and some basic time trends. The information

provided here forms a basis for the more exploratory causa2 analyses of

Section 5.

BASIC DXIPFRRNCEa: SERVICZ8, WEAPON TYPE, PROGRAM PHASE

The first question usually asked is: What is the overall magnitude

of DoD cost growth? We have already shown the basic fallacy of this

question: overall average DoD cost growth has many interpretations.

Cost growth must be referenced to a specific baseline type. Table 4.1

shows that for the DE baseline, the weighted average total program cost

growth for programs three or more years past EMD start is 20 percent. 1 4

This result is somewhat lower than that found in other studies because

of the composition of the database and differences in the adjustments

made to the data.

Table 4.1 also addresses another commonly asked question, what are

the differences between the military services. We might expect

Table 4.1

Differences Between Services

Average Average Age
Cost Growth Number cf Program Cost (ye as past.

Service F'artor observations _ (billions F'Y90$) EtMtJ
Total DE 1.20 120 5.5 9.4

Air Porce 1.20 41 6.7 8.7
Army I1.:) 28 2.7 10.3
Navy 1.16 51 6.1 9.

NOTE: DE baseine ire, weighted averaage, mature programs.

14'he weighted average cost growth for other baselines (mature
programs only) is 14 purcunt for the PE (n-24) and 3 percent for PdE
(:v.81).
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differences in cost gro-wth outcomes because of dJfferences in management

styles between the services. The Air Force appears to be about average,

the Navy is somewhat lower than the average, and the Army appears quite

a bit higher than the average. As shown in Table 4.1, some part of the

reason for this difference is that Army programs tend to be smaller and

older than those of either of the other two services. Smaller programs

tend to incur higher cost growth, and Army programs are approximately

helf the size of Air Force or Navy systems. Additionally, the group of

Army programs used here is about 1.5 years more mature than the programs

of the other services, on average, and older programs tend to show more

cost growth. Nevertheless, these factors can account for only a small

part of the diLference between the Army and the other sezvices.

Differennes across weapon tystem types might also drive differences

between the services. Table 4 2 provides the weighted average cost

growth for nine weapon system categories. The hypothesis is that

differences in technical difficulty inherent in different system types

would be reflected in cost growth outcomes. Aircraft, electronics, and

munitions are all about equal to each other and are slightly higher than

the total DE baseline average. Helicopters and vehicles appear to be

considerably higher than the average. These system types, dorninaued by

the Army, are on averige both smaller and more mature than other system

types. Snips appear to incur significantly less cost growth on average

than other system types, perhaps because of technical differences that

make ships less uncertain to estimate, a relatively sophisticated Navy

cost analysis capability, or the absence of most ship combat system-

from ship system SARs. While some of these difterences might appear to

be large, the very small sdmple size for some of these groupings should

be .onsidercd. It is not possible to generalize from many of these

groupings.

Another cummonly asked question concerns differences between

prograin phases: development versus production. We m~ght expect that

RDT&E costs would reflect higher cost growth because most of the

technical difficulties are worked out in the development phase. Table

4.3 provides some support for this notion. The RDT&E portion of a

program incu-: higher cost growth, on average.
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Table 4.2

Cost Growth by System Type

Cost Average Program
Weapon Growth Number of Cost (billions Average Age

Type Factor Observations FY90$) (Years past EMD)
Aircraft 1.28 14 13.8 10.5
Helicopter 1.13 5 8.1 13.0
MWssile 1.17 44 5.1 9.5
Electronic 1.24 27 2.2 8.5
Munition 1.22 7 1.7 7.7
Vehicle 1.71 3 3.0 12.0
Space 1.16 3 2.0 12.0
Ship 1.10 14 7.5 9.1
Other '.99 3 3.0 5.7

NOTE: DE baseline, weighted average, mature programs.

Table 4.3

Differences Between Program Phase

Cost Average Program Average Age
Growth Number of Cost (billions (years past

Appropriation Factor Observations FY90$) EMD)
RDT&E 1.25 115 1.3 9.4
Procurement 1.18 113 4.5 9.5

NOTE: DE baseline, weighted average, mature programs.

TIME TRENDS

One of thi most commonly asked questions concerning cosc growth is:

Have thinqs improved uver time? Weapon system cost growth has bezen

recognized As a problem for many years, and several attempts have been

made to improve cost performance. Figure 4.1 includes some of the more

important regulatory and administrative initiatives implemented over the

last 20 years that werre intended to improve cost performance in weapon

system development. For example, one of the 1981 Carlucci initiatives

specifically addressed the issue, and several other initiatives

addressed related issues (e.g., risks). The expectation was that cost

growth would irprove over time through the implementation of these and

other past initi;,tives.
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1969 L Packard Initiatives published

Blue Ribbon Defense Panel 1970
(Fitzhugh Commission) • 1971

1972 DoDD 5000.1 (Major System Acquisitions)
DODD 5000.4 (CAIG) 1973 Commission on Govt Procurcment
DoDD 5000.3 (T&E) 1974

1975 . DoD0 5000.2 (Major System Acquisitions)
OMB Circular A-109 - 1976 DoDD 5000.28 (DTC)

1977
1978 '- Acquisition Cycle Task Force

Defense Resource Mgnt Study - 1979

1980
1981 o Carlucci Initiatives (AlP)

Nunn-McCurdy (thresholds) .- - 1982
1983 - Grace Commission

OICA - 1984

Packard Commission 1985 6 . DoDD 5000.43 (streamlining)Pmckar Commlsion 1986
Goldwater-Nichols (reorganization) 1987

1987 DoDD 5134.1 (USD(A))

19"- DoDD 5000.49 (DAB)
1989 --- Defense Management Review
1990
1991 I- Revised DoDI 5000.2 (Major System Acquisitions)

Figure 4.1-Beleoted Acquisition Initiative,

As already mentioned, for every year past EMD start (see Figure

3.2) cost growth (above inflation) increases an average of 2.2 percent

per year. This figure is somewhat lower than the 5.6 percent per year

cited in a previous report15 and also lower than the 3 percent per year

result obtained using data current through December 1988, but it remains

a substantial trend. The differences in magnitude in large part are.

explained by differences in the program sample,

Figure 4.2 presents another way to look at cost growth trends. It

plots the weighted average cost growth for programs in five-year

intervals based on the year of EMD start. Sin,.-e the 196C-64 interval
ha!- few programs, generalization i. not possible. The trend trom 1965

1 'DOews, et al., Acquisit-on Policy Effoctivenes.qs, October 1979.
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to the present appears to show a decrease in average cost growth,

indicating the improvement we would expect as a result of the various

cost and acquisition initiatives. Unfortunately, the differences in

average age largely account for the apparent improvement. Given that

programs tend to incur more cost growth as they mature because of an

accumulation of problems 4nd program changes, we fully expect the cost

growth averages for the 1980-84 and 1985-89 intervals to increase.

Taking that into account, it appears that, on average, weighted average

total program cost growth has been fairly constant over time, averaging

around 20 percent.

The implications of Figure 4.2 are somewhat disappointing,

especially to the DoD analysts and managers who have tried to control

cost growth. These officials often adopt an alternative way to evaluate

cost growth improvement over time--examining year-to-year changes in

aggregate cost for a set of programs. Figure 4.3 presents the results

of such an exercise. Cost growth is here defined as the annual change

from December to December for all programs reporting in those years, a

very different measure than the one adopted here. Thus, the number and

mix of programs change each year, and cost gruwth is measured as the

percent difference in variance as a percentage of total costs for each

year, calculated in the aggregate. Negative changes indicate

improvement. Figure 4.3, representative of the basic pattern that

emerges from this calculation, sometimes is referred to as a "hump

chart." 1 6 Measured in this way, cost growth peaked in 1980, followed by

sev.iil years of steady decrease. While the pattern indicates

improvement, the limitations of this view should be understood. First,

Figure 4.3 does not provide information about the resource allocation

implications of cost growth; it only indicates that 1989's total growth

across all programs is less than 1988's. Second, the data are subject

to the same interpretation issues as in Figure 4.2. The number of

16For example, see AIR FORCE Magazine, April 1989, p. 23.
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observations changes in each year, and the effects of maturity may

dominate the resu.1t, as indicated oy the very high proportion of PF and

DE baselines. This pattern corresponds closely with the introduction of

new programs (see Figure 2.1), and new programs tend to have lower cost

growth. Lastly, the data include mixes of all three baseline types,

which tends to distort actual aggregate cost performance. For these

reasons, Figure 4.3 does not provide firm eviuence of improvement over

time.

120 MAND"0ff.4 N120 ,..••

15 - Average age of programs In interval (years)

100

(DE baseline,
S80 weighted average)

40 -
11

12
20 11

n,4

1960-84 1965-69 1970-74 1975-79 1980-84 1985-89

Engineering and manufacturing development start Interval

Figure 4.2-Cost Growth Experience over Time
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10

(Base-year dollars, adjusted for quantity)
8

6

4-

Number of observations

-2 40 45 45 48 52 45 45 62 64 85 86 91 97 91
Percent of PE & DE baselines

4 30 20 20 27 34 80 78 76 76 73

1 I I I I I I I I I I I I
1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989

Year

Figure 4.3-Annual Change in Cost Growth

The tendency for programs to incur more cost growth as they mature

.Is clearly demonstrated by examining the cost growth profiles of

individual programs. Figure 4.4 shows the four basic -ofiles that

emerged after comparing 83 different programs. 1 7 The turn-down profile

accounts for about 35 percent of the programs examined, with the turn-

down point usually occurring several years after production start. The

steady-growth profile accounted for 18 percent of the programs examined,

while the level-off profile accounted for 27 percent. These three

profiles appear to be part of the same family in which cost growth rises

for a period of time, then either continues to rise, levels off, or

decreases somewhat. The magnitude of further rise or fall was highly

variable across the programs. The last profile, flat, accounted for

about 20 percent of the programs examined.

I'IThese notional profiles emerged after examining each of the 83
mature DE baseline programs separately.
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RAND840.4 4-.COM

(n-l83)

1.0Z 1.0

Tum-down Flot 20%

11 .0 0 * 1.0 0'

Steady-growth 18% Level-off 27%

Years past FSD start

Figure 4.4-Comon Profiles of Coat Growth

In practice, few programs follow these patterns exactly. Rather,

the tendency is considerable variance, as shown in Figure 4.5. The B-IB

is a typical flat profile, with minor fluctuation around the 1.0 cost

growth factor level. The F-14A is representative of a level-off

profile, with a minor fluctuation occurring around a CosL growth factor

greater than one. The Stinger is a Oramatic example of a turn-down

profile, while the costs in the AH-64 have increased steadily over

time. is

1HFuture research will attempt to identify any fundamental

technical or programmatic differences across programs that might account

for the difference between a flat profile and one of the others.
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2.4 B-1B (flat)
2.4 - ' -F-14A (level-off) 0

..~.....Stinger (tum-down) :
2.2 AH-84 (steady)

2.0
1.8 -

0I

1.2 00

1.0 L-- /

0.8 - I

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Years past start of engineering and manufaoturing development

Figure 4.5-zxamples of Aotual Cost growth Profiles

EIZDENCE OF IIYSTZ4ATZC BZIA IN CONT ESTZXATZNG

The notion of estimation accuracy is fundamental to a study of cost

growth. As stated earlier, cost growth analysis is interesting bocause

of the systemmtic bias in cost estimating and a large degree of

variation about the average.

Conventional wisdom has held that cost estimates are systematically

biased (low) because of the intense competition between new programs for

resources and the competition to win new contracts. Thus, industry is

expected to underbid the true cost of the program, and the services are

expected to accept such a bid as reasonable. However, little

quantj dtive evidence has supported this assertion. Figure 1.1 provided

evidence that cost estimation errors, in fact, are biased and the spread

of thp data is much larger than we might expect or desire. The cost

growth factors used tc construct Figure 1.1, however, contain a mix of

programs at ea'ch milestone (e.g., each baseline). A better indication

of estimation accuracy would be to plot the same data f•r programs where
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we have data at each milestone. The results are given in Table 4.4.

Although cnly five programs have all three baseline estimates, the

evidence strongly suggests that weapon system cost estimates, as

reflected in SAR data, are systematically biased downward, understating

final program costs. The current database does not allow us to test

whether such a bias is caused by underbidding of competitive contracts.

Also, the data from these five programs suggest that while the weighted

average cost growth decreases as you move from the PE baseline to the

later DE and PdE baselines, the variance increases significantly moving

from the PE to the DE.

Table 4.4

Matimation Aa*Auaoy over Timtes ame Five Programa

Cost Growth Factor Standard Deviation

Planning estirnate 1.40 0.276
Development nstimate 1.32 0.499
Production estimate 1.09 0.198

NOTEt Weighted averages. Programs include DDG-51, C/MH-53, M-1,
Bradley, and AH-64.
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5. rAcTORs AIVCTZWG COST GROWTh

This section examines oeveral factors potentially affecting cost

growth in weapon system programs, including development strategy,

schedule related factors, performance goals, management complexity, and

budget trends. While the factors examined here certainly do not exhaurl

the set of potential factors we examined during this study, they do

represent some of the more common and interesting hypotheses concerning

the drivers of cost growth.

DMV3LOPMMT ITRATEGY

Development strategy refers to the macro-level approacti used in

designing and developing a weapon system. We examined two different

approaches: prototyping and modification programs.

Prototyping encompasses a family of development otrategies

involving fabrication and test of hardware before a production decision,

where the testing is used to generate information other than Just

demonstrating the achievement of contract specificationa.Ia1- Prototypes

generate information that can be used to resolve various kinds of

technical and programmatic risk, Thus, we would expect that programs

that included prototyping as part of the development strategy would

incur less cost growth, either because prototyping reduced subsequent

development risk, or because the lessons of prototyping cauuked rhanges

(e.g., cost Increnses) to be incorporated into the subsequent estimate.

Vigure 5.1 shows the distribution of prototype and nonprototype programs

in our database by years past EMD atart, Since prototypes are often

fabricated and tested relatively eacly in a program, cost growth in Iesq

mature (younger) programq would be expected I ' e somewhat higher. As

improved information becomes available warlier, subsequent cost

estimates can be adjuated accordingly. The cost growth fo. mature

prototyping programs, however, should be leos than noriproy.otypi ng

193ee Appundix u; f'or a moru complete definition ot prot.otypinj.
The deflnition used here is more completely documented In Je{[roy A.
I)rezmer, The Nacur" and Role of Prototyplng in Weapon 'S-yom
Developmreint, RAND, R-4l61-A-Q, 199K.

I.
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programs for essentially the same reason. That result is not

demonstrated in Figure 5.1. in tact, no patterns emerge with respect to

prototyping based on these data.

4.0 PANODAI4 1-00

* Nonprototype
3.5 3.0n Prototp

2.53

1.o a a: a] .= a a
1.5 13

o ~~~ E 13 l I I..
0.8.

0 1  --- - A I
0 2 4 6 8 10 12 14 16 18 20

Years past engineering and manufacturing development start

Figure 5.1-Distribution of Prototyping and Nonprototyping Programs

Categorizing prototypes requires considerable information abluut a

program; this information is not always available. Thus, it is often

useful to quality each program designation as to the quality of the data

available and the oonfidence aosociated with that judgment. Table 5.1

show. t-e vOeighted averago cost growth factors for the set of programs

tihaL could be categorized as either prototyping or nonprototyping and

ulso for a suboet of those programs for which we have more contidence in

the categorization. Using all programs that could be categorized, we

see a significant differenrce between prototype and nonptrrtotype

programs: prototypes are associated %{th higher cost growth. Using the

smnllei data set for which we have higher confidenm:(u in the

classification does not change either the magnitude or Hireotion of the



- 3R -

difference. 20 Notice that in both cases the effects of program size and

maturity may be influencing the result. On average, prototyping

programs in our sample are both smaller and more mature than

nonprototyping programs.

Table 5.1

Prototype Versus Nonprototype Pzogream

Cost Average Program Average
Growth Number of Cost(billions, Age (years
Factor observations FY90$) past EMD)

All programs
Prototype 1.26 52 4.5 9.7
Nonprototype 1.16 49 7.5 9.1

Higher confidence
Prototype 1.29 30 4.7 10.7
Nonprototype 1.19 30 8.8 9.8

NOTE! DE baseline, weighted average, mature programs.

The result that, on avorage, prototyping programs incur higher cost

growth is not as counter-intuitive as it first appears. For instance,

it may be that the prototype programs are on average more technically

challenging, involving higher risk, and uncertainty. Further, in many

cases, prototyping might result in an increase to the current estimate

rather than the baseline estimate, Using DE baselines as we do here, we

would expect lower cost growth nnly in programs that were prototyped

during a demonstration/validation phase, because the resulting

information could be incorporated into the subsequent DE baseline

estimate made at the start of EMD, Table 5.2 indicates that

programs in which prototyping occurred before EMD start have slightly

lower cost growth, as predicted. An interesting side observation is

that post-EMD prototyping tends to be associated with smaller programs,

on average.

20For the current data set (as of December 1990 SAR), this result
holds across all weapon system types. The basic result that prototyping
programs incur higher cost growth on average holds for both RDT&E and
procurement cost growth across system types as well. The only exception
is that procurement cost growth for aircraft is the same for both
prototyping and nonprototyping programs.
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Table 5.2

Cost Growth, Prototyping, and Acquisition Phase

Cost Average Program Average Age
Growth Number of Cost (billions, (years past
Factor Observations FY90$) EMD)

Pre-EMD Start 1.23 28 6.2 8.7
P2st-EMD Start 1.37 23 2.5 10.8

NOTE: DE baseline, weighted average, mature programs.

We also compared modification programs with new developments.21 We

expected that modification programs, because of a maturity effect, would

incur less cost growth than new developments. Because a modification

program is adding or upgrading one or more subsystems to an existing

system, more information is available to support cost estimates. Thus,

the estimate should be more accurate. Table 5.3 demonstrates that this

case is in fact true. Modification programs tend to incur significantly

less cost growth than new developments. Program size and age factors

ar6 similar enough to not greatly affect this result.

Table 5.3

Modifications Versus New Programs

Cost Average Program Average Age
Growth Number of Cost (billions, (years past
Factor Observations FY90$) EMD)

Modification 1.16 36 4.0 8.9

New start 1.21 84 6.1 9,7
NOTE: DE baseline, weighted average, mature programs.

8CHEDULE-RELATED FACTORN

Often cost and schedule are asserted to be highly correlated in

weapon system development programs. The relationship purportedly

manifests itself in several dimensions, including a direct causal

relationship in which one drives the other and in the sense that a

similar set of factors may affect both. We examined several possible

schedule factors as potential cost growth drivers. Three of the more

21See AppE.ndix D for a listing of the modification versus new
development classification and the rationale for each program.



- 40 -

common factors are discussed below; program duration, concurrency, and

schedule slip.

Sometimes the length of a program is associated with increased

costs. The assertion is that longer programs cost more, regardless of

whether or not technical or programmatic problems occur. For instance,

a longer program may include product improvements that increase both

development and unit production costs. A corollary of this assertion is

that longer programs allow more time for unanticipated events to occur

that affect cost performance. Figure 5.2 shows that such assertions at

least have some merit. The figure plots the cost growth factors against

the actual program duration, measured in months from Milestone 1 to

first operational delivery. The relationship is fairly strong; longer

programs tend to exhibit higher cost growth. Logically this effect is

consistent with the maturity effect illustrated previously.

4 .0 .... ....
S

3.6 - (DE baseline, mature program.)

3.0

2.5 0

1.0.
0 L

0.0 0•

0 20 40 G0 80 100 120 140 10 180

Time from Milestone 1 to first operational delivery (months)

Figure 5.2-Cost Growth and Actual Program Duration
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One implication of this re~ult is the potential to mitigate cost

growth by designi-lg and executing shorter plans. One way may be to

introduce concuirency in-to :he schedule plan. Based on the rsuls

presented in Figure 5.2, we might expect that highly concurrent programs

would have less cost growth bectuse they are shorter. Conveanional

wisdom asserts just the opposite. Because concurrent programs

tran.4ition into later p-ases of development or production without

necýessarily completing testing from prior phases, an increased risk and

a greater potential exist for cost growth. We measured concurrency

several ways; one is shown in Figure 5.3. In this case, concurrencL i's

defined as Lhe overlap (in months) between the completion of IOT&E and

Milestone 3a, the begInning of low rate production. No strong pattern

is apparent in either direction. If just the concurrent !.rograms dre

examined, however, it does appear that increased concurrency and lower

cost growth are related. One interesting observation from Fig'ire 5.3 is

that a significint number of programs were highly sequential in terms

the timing of teqt completion and the initial production decision.

However, the concurrency measure is highly sensitive to the !OT&E and

Milestone 3e dates listed in the SARs. A detailed examination of a few

programs indicated that in some cases those dates acc not renresentative

of actual development events, especially IOT&E completion. Thus, the

overall result presented here must be treated with caution.

A --)mmon eai.zertion is that the same set of factors affectv both

co:~;t. ,I sched e . If this were the -:ase, - positive corrLlation would

o.'cur but.(-,ii cost growth and schedule slip; we would expect that they

would move together:. Figure 5.4 plots cost growth and schedule slip,

me:-suriod as the months of slip in first operational delivery. Yhe

S....-U "
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Figure 5.3-Cost Growth versul Conourrenay
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rigure 5.4-Cost Growth Voenus Schedule slip

strong positive correlation we expected is not demonstrated. In fact,

no relationship at all is seen between cost growth and schedule slip.

This result suggests thaL some sets of factors can affect either cost or

schedule while not affecting the other.

PERFOWIANCS

Performance outcomes are the thira part of the acquisition Outcome

triad; often cost, schedule, and performance are used to measure the

efficiency of the acquisition process. The SARs contain ai perforinanue

section that indicates the estimated and demonstrated performance across

a renge of relevant performance indicators for each system. As

mentioned in Section 2, we calculated a composite performance ratio

using these data. Our goal war to construct a proxy measure for

technical difficulty. If the ratio was less than or'e, indicting that

on ave.rage the system's perto."mance was deficient, we could irnfe: that

the technical challenge and the resulting difficultieb were high. This

information should be associated with relatively higher cost growth.
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Figure 5.5 shows the result; no ralationship exists between the

composite performance metric and cost growth. This finding does not

mean that technical difficulty is unassociated with cost growth.

Rather, we feel that the metric itself is an insufficient proxy for

technical difficulty. Problems with the metric include differences in

importance of the various performance indicators used to calculate the

composite r-atio, differences in the metrics themselves (e.g., comparing

unlike items), and a very small variance in the composite ratio.

3.8 ft"eU"U

(DE baseline, mature programs)

3,4

3.0 Performance ratios > 1 exceed approved goal.

2.6
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1.4 0 0

* 0 6 0 0 0.S S o oSo . S
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0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0

Composite performance ratio

Figure 5.5-Cost Growth and Performance Goals

MANAGEMENTI COMPLEXITY

We also wanted to capture the complexity of program management as a

potential factor affecting cost growth. Management complexity might be

expected to be associated with increased cost grov-.h because of the

coordination challenges of a hirqe development effort. We iqentified

the prime contractor for each program in our catabane.2" Then ws

22See Appendix E irr a listing.
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compared those programs with a single prime contractor to programs that

were joint at the contractor level. Joint referr here to formal teaming

arrangements. As shown in Table 5.4, a substantial difference exists,

however, not in the expected direction. For this sample, the eight

jointly managed programs at the contractor level have lower average cost

growth than singly managed programa. Of interest is tha' the joint

programs in our database are also smaller (expect higher cost growth)

and less mature (expect lower cost growth), thun making the differenco

between joint and single managemert more striking. Nonetheless, the

result musL be treated cautiously because of the very small sample of

joint programs.

Table 5.4

Single Vezrus %loint Contracting

Cost Average Program Average Age
Growth Number of Cost (billions, (years past
Factor Observations FY90$) EMD)

Single 1.20 112 5.5 9.5
Joint 1.11 8 4.9 6.8

NOTE: DE baseline, weighted average, mature programs.

BUDGET TRENDS

Budget trends might be expected to be associated with cost g•'owth.

For instance, in times of increasing budgets, the expectation would be

that cost growth should decrease because cost estimates wculd not need

to be held down arbitrarily. In other words, cost realism would

dominatc in an environment of increasing budgets. The logic of this

hypothesis is that an important factor in budget formulation is the

expectation of future budget size, rather than the actual budget in any

given year, If future budgets are expected to gtow, and by implication

fully fund a developmenL and/or productioni effort, then cost estimates

can be more teal.ist.ic and sýill appear politically and economically

feasible.

To exemin.n this potential effect, we have plotted the average

ýearly cost g4rowth for th,3 set of mature programs reporting in that
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year23 and the annual change in the proposed DoD total obligational

authority (TOA). We have lagged the TOA by two years; for instance, the

1982 TOA was proposed in 1980 corresponding to the two-year POM cycle in

DoD. Figure 5.6 shows a surprisingly strong relationship between

average annual cost growth and expected top-line budget authority.

However, the relationship is the opposite of what we expected. In times

of increasing budgets cost growth also increases, while decreasing

budgets are associated with declining cost growth ratios. The decline

may be explained in part by the strict cost controls managers impose in

times of tight budgets.

45 .. ANS.....0. .

(DE baseline, mature programs)
40 Average cost growth for

35 programs reporting in3 _ given year"-.A i
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%A*O" total obligation authority
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-50 - = -• a , -. -. ,
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NOTE: TOA is lagged two yeam to reflect budget cycle,

Figure 5.6-Influence of Budget Expectations

Note that the cost growth line in Piqure 5.6 shows that the annual

rate of change in cost growth has been negative in recent years. This

figure corresponds with DoD assertions that cost performance has

2 3Note that this metric is very different for cost growth than used
previously; thus its interpretation must be different.
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improved as a result of the Carlucci initiatives. While the trend is
not in dispute, the interpretation is highly questionable. That trend
line does not fully account for the effects of maturity, and a different

mix of programs is contained within each data point. Further, cost

performance is not measured by the aggregate annual rate of change in
cost growth but rather by the difference between the original estimate
and the actual costn, after correcting for inflation, quantity, etc.
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6. CONCLUSZONS

This research had two basic objectives:

1. Quantify the magnitude cost growth in weapon systems

2. Search for patterns, trends, and relationships that might explain

cost growth.

This last section summarizes what we found regarding theee issues,

and discusses some policy implications. Potentially profitable areas

for future research are also identified.

SCOPE OF THE PROBLEM

There are many ways to measure cost growth, both in terms of the

particular adjustments made to the raw data and in terms of the way the

data are handled in subsequent analysis. Results can differ as a

function of these adjustments.

We made adjustments to the SAR data that removed the effects of

factors not reasonably attributable to the estimator, including:

1. Using constant dollars in all calculations to remove the effect of

inflation

2. Normalizing all cost variance to the baseline estimate quantity

3. Using only mature programs in the analysis, defined as three or more

years past EMD start

4. Referencing all cost growth factors to a specific baseline, thus not

combining different baselines

5. Using weighted avei ages, when appropriate, to account for the etfect

of program size.

Of these factors, inflation and quantity have the greatest effect

on reported cost growth outcomes. Of interest is that the two factors

that correlate with cost growth most strongly, after the effects of

inflation and quantity-induced change are removed, are program size and
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maturity. In general smaller programs tend to incur higher cost growth,

perhaps because variances are proportionately more visible, because

small programs receive relaLively less high level management attention,

or because R&D costs are a large portion of total costs and tend to

incur more cost growth. The accumulation of problems and changes over

time is the driving force behind the observed effect of maturity, It is

important to note that some of these changes may be product

improvements. On average, cost growth increases by 2.2 percent per year

above inflation because of the effects of maturity. Program size and

maturity can dominate other factors affecting cost growth outcomes and

so must be considered in both the analysis and the intexpretation of

results.

What in the overall magnitude of DoD cost growth? There is no

single answer to this question; the answer can vary, sometimes

dramatically, across the factors lisVed above, For tht DE baseline,

given the adjustments mentioned above, the weighted average total

program cost growth is about 20 rarcton'. By way uf comparison, the

General Accounting office (GAO) has reported 41 percent cost growth as

of The December 1987 SAR submission, uncorrected for inflation or

quant ity,24

The Army and two of its standard weapon t.pes--vehicles and

helicopters--had relatively higher cost growth. This higher figure can

be explained in part by the generally smaller size of Army programs and

a1vo because Army programs on average are about 1.b years more mature

than piograms in the other services.

A fundamental conclusion of this research is that cost estimates

are, on average, systematically biased downward, resulting in cost

growth. This result is comparable with the results of others. while

handling the data differently, the GAO work cited above is certainly

consistent with the notion that a systematic bias exists in vost

estimation. Reseaich by the Institute for Defense Aralyses (IDA!

resulted in similar trends to our current work: The weighted av,•ruge

totcl progrom cost growth as of tha December .198/ SAR submission was 51

2 4Weapons Cost: AnL.Iysis of Major Weapon Systems Cost and Quantity
Changes, GAO/NSIAD-89-32FS, November 1988,
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percent, with less mature programs incurring about 30 percent cost

growth and completed programs incurring 92 percent. 25

Work publishes in 1984 by Management Consultinq ani Research, Inc.

indicates an average cost growth of 18.4 and 18.6 percent as of December

1982 and 1983, respectively, adjusted fox quantity and inflation. 26

These examples illustrate both the variability of cost growth

outcomes as a function of both the data set used and the way the data

are handled, as well as sugge..ing a consensus among analysts that

weapon system costs are commonly underestimated. A further result that

we added is that accuracy does not improve as much as we might hope as

we gain more information. It seems that fundamental uncertainties

remain in cost estimation regardless of the amount of information on

system configuration and programmatic information available to the

estimator.

The potential for improvement over time is perhaps the issue of

most concern to current policy makers. It seems reasonable to expect

that the myriad of initiatives implemeuted over the last several decades

intended to control costs and improve cost estimating capabilities would

nave had some positive effect. UnforL.unately, we can detect no much

effect in the data. Cost growth has consistently averaged about 20

percent over the last few decades. Given the strength of the maturity

effect, however, it seems unreasonable to expect to measurg such

improvement today. Programs begun in the 1980s will not reach an

average age comparaole with our 1960s and 1970s data until the middle of

the 1990s. About 70 percent of the programs we examined have cost

growth profiles that increase well into production. Thus, until later

in this decado we will not be able to detect whether initiatives

implemented as a result of the Packard Commission or the more recent

Defense Management Review IDMR) have had the desired effect.

:5Kearen W. Tyson, et al., Acquiring Major Systems: Cost and
Schedule Trends and Acquiriclon Tnitiativu Effectiveness, March 1989,
Chapter IV. IDA's cost growth resutlts are corrected for inflation and
quantity, though the methodology differs from RAND's.

"•Gerald R. McNichols, et al., The Pioblem of Cost Growth,
Management Consulting and Research, Inc., 30 April 1984.

SOON
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PACTORM J11ICTXZG COST GROWM1I ZN WMUON OYSTUR DUVILOPMNRT

An importanlt objective of this research involved gaining insight

into the factors that affect cost growth in weapon systems. As
mentioned previously, program size and maturity can be, ?c*'.'4Rd as
important factors, but they do not lead to obvious-' .:y :ý,-r )onses.

Awareness of these effects may change expectations a'ýt cost outcomes,

but they do not suggest direct ways to further control the potontial for

cost growth. Thus, we examined several classes of progzammatic
variables, including development strategy and schedule variables, to

further understand the drivers of cost growth. Unfortunately, we tound

few strong relationships that would holp explain the cost growth

outcomes we have observed,

We compared the cost outcomes of prototyping and nonprototyping

programs, expecting to find that a prototype development strategy

contribuLe Luo UoSL cuntrol through reduction of uncertainty.

Interestingly, programs that included prototyping had a relatively

higher cost growth. This reuult may be due in part to the timing of the
prototype phase within the context of the overall program schedule,

since earlier prototyping makes data available earlier, thus potentially

affecting the baseline cost estimate at the time of EMD start. Our

rasults are consistent witn this notion. It may also be true that
prototypinq was conducted for programs with relatively higher degrees of
technical uncertainty, a hypothesis that deserves further exploration.

Since the information available to an estimator for a modification

program is greater than for a new system start, we would expect the cost

estimate to be more accurate for modification programs. In fact, our
data show that cost qrowth for modification programs is signifiLently

less than for new starts, on average.

Aside from the tendency of programs to accumulate problems, and

hence cost growth over time, the only schedule variable significantly

correlated with cosit growth is actual progratn duration. Longer programs

tend to be associated with higher cost growth, probably due to much the
same mechanism is that driving the maturity effect. Of interest is that

planned length and various measures of schedule slip arc. not related

systematically to cost growth outcomes. While program length, program
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size, maturity, and modification versus new developments are significant

correlations, no single factor explains a large portion of the observed

variance in cost growth outcomes. Hence, there is no "silver bullet"

policy -casponse.

POLICY IMPLICATIONA

From a policymaking point of view, the fact that cost estimates are

systematically biased can be viewed positively. If the drivers of that

bias can be discovered, then perhaps policy options can be formulated)

and implemented to mitigate the effects of factors causing cost growth

in weapon' systems. In contrast, if the drivers of cost growth were

random across individual programs, the resulting cost estimation error

could not be controlled easily. One should also be cautious about

overemphasizing a cost estimating bias. Some cost growth is caused by

continuing product improvements that cannot be identified early in a

program and are beneficial to system performance.

Our research suggests that no substantial improvement has occurred

in average cost growth over the last 30 years, despite the

implementation of several initiatives intended to mitigate cost growth.

In fact, our results suggest that cost growth has remained about 20

percent over this time period. One implication is that the various cost

control and realistic budgeting initiatives have not been fully

implemented, or were not implemented correctly, due to strong

institutionl barriers. It seems to us that full and honest

implementation of existing regulations might improve the situation. Of

course, a rather major change might be required in the institutional

structure and incentives of the acquisition system.

Is an average 20 percent cost growth in weapon system acquisition a

problem? We feel that such a judgment is uest left to decisionmakers

concerned with resource allocation. We should point out, however, that

the sum of the total estimated costs for tht DE baseline programs in our

database is over $450 billion in FY90 constant dollars. Twenty percent

of that figure ($90 billion) is significant and could substantially

affect the quality of resource allocation decisions, particularly in an

increasingly tight budget environment.
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UTM2 REIBARCH

We have found the SARe to be useful in providing an overview of

cost growth outcomes, though the data for each program must be examined

carefully for reasonableness and validity. However, the SAR provides

limited data that can explain the various patterns and trends we have

observed. The performance data in the SAR, while perhaps providing a

reasonable measure of achievement of contract specifications, do not

allow measurement of what we are really interested in--technological

difficulty. The schedule and other programmatic data in the SAR seem to

provide a reasonablg basis for relating cost and Lchedule inputs and

outcomes, but since we cannot know the rationale behind those early

schedule decisions, we cannot know the extent to which they actually

explain changes in cost outcomes. Thus, the SAR database needs to be

supplemented with other sources of data to support the kind of model

building we are attempting in this research.

Nonetheless, the existing database can support considerable further

research. For instance, it can be broken down further into more

homogeneous groups, such as tactical and strategic missiles, airborne

and ground based electronics, etc. At that detailed level, it might be

possible to identify relationships that did not show up strongly in the

more macro level analysis discussed here. Additional, new explanatory

variables can be added that are associated with hypotheses not examined

here, such as contract type, joint government management, single versus

dual source competition, production rate changes, and technical

complexity.
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Appendix A

STATUS OF SILBCTUD ACQUINITZON RUPORT PROGRAMS

Table A.1 lists the universe of selected acquisition report (SAR)

programs and shows the first and most recent (as of December 1990) SAR

submission and the current reporting status. The list is divided into

active (currently reporting) and inactive programs. It does not

correspond exactly with the number and title of SARa found in the

official SAR Summary lists because we have handled certain programs

differently for analysis. For instance, we have maintained SUBACS as a

single program, although the Navy reports it in two separate SARs.

The 16 programs listed at the end were not included in our analysis

because they did not report costs in constant program baseyear dollars.

Thus, a cost growth metric consistent with the methodology used here

could not be constructed for these programs. Unfortunately, the C-5A

was included--a program that has been cited as having incurred high cost

growth.

The table provides the weapon system classification, explained more

thoroughly in Appendix B. It also provides a program status indicator.

In progress means that the program is currently either in development or

production and is submitting a SAR. Mature indicates that the program

no longer reports SARs because its production run is at least 90 percent

completed. A terminated status i.ndicates chat the program was canceled

before completion for a variety of reasons, which may include changes in

threat that make the system no longer necessary, or cost, or performance

problems. A below-threshold status means that the total program current

estimate is below the SAR reporting threshold and so no longer submits

SARs.

The table also gives the total program cost growth factor for each

program as of December 1990, or the last available SAR. If a program

had more than one baseline, each cost growth factcr is shown.

S........... _. .. • - . . -. . - - ---.- -.....-..- . - . . . .' 1 . . . .
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B. W/UON BYYTEI CLASS/BIICATION

Table B.1 provides the weapon system classification for each

program in the database and a brief rationale for thaL designation. In

most cases, determining system type is straightforward. However, in

some cases, we deviated from the obvious for the reasons shown.

The munitions category includes munitions, howitzers, and gun

systems. Munitions are distinguished from missiles in that they either

are not self-propelled or have no guidance unit. Missiles are self-

propelled and have a guidance unit. Torpedoes are included in the

missile category. Vehicles are self-propelled; hence, trailers are not

vehicles, Space systems include both launch vehicles and satellites,

Other includes rail garrison basing, drones, UAVs, rotary launchers, and

SDI. Electronics encompasses all electronics-based systems, including

avionics, sonar and towed arrays, combat, and communication systems.

Aircraft programs whose primary motivation is electronics and that do

not involve a new airframe are categorized as electronic systems. These

include F-52 OAS/CMI: P-3C mods, OH-58D, LAMPS MK III, EF-illA, E-3A

AWACS, E-4A, EA-6B upgrade, P-3C, E-8A JSTARS, E-2C, and SH-60F CV Relo.

A similar logic is applied to ships (e.g., the DGL AAW Mod is

categorized as electronics).

Many of the classifications are subjective. Some programs are

mixtures such ai the Navstar GPS that includes satellites, control

systnms, and user equipment. Other programs such as the V-22

(helicopter rather than aircraft) and CAPTOR (munition rather than

missile) simply fail into gray areas.

Note that the table is divideO into active and inactive systems, as

in Table A. 1.
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Table Xi

Weapon lystem Type Classification

Weapon
Program Service Type Usecr ipt ion

ACTIVE PROGRAMS (as of December 199u SAR)

AAQ-11/12 (LANTIRN) AF Electronic Low Altitude Navigation and Targeting Infrared
System for Night (EO fire control system)

AGM-131 (SRAM I) AF Missile Short Range Attack Missile (improved nuclear
air-to-ourface missile replacing the AGM-69A

AGM-131A (SRAM-T) AF Missile Nuclear Air to Surface
AGM-134 (SICOM) AF Misaile Small ICBM; hard mobile system
AGM-65D (Maverick) AF Missile Imaging infrared version of Maverick air-to-

ground missile
AIM-120A (AMRAAM) AF Missile Advanced Medium Range Air-to Air Missile

(Sparrow replacement)
AXM-129A (ACM) AV Missile Cruise misdile
B-l (Lancer) AF Aircraft Strategic bomber
C-17 AP Aircraft Transport
CBU-970 (Sena Fuzed Weap) AF Munition CDU-97/8i consists of ten BLU-10U/B

aubmunltions packaged within Tactical Munition
Dispenser (TMD); within each BLU-10B/8 are four
self-forging, fragment warheads commonly called
,sgkeeLs#

CELV (Titan IV) A? Space Complementary Expendable Launch Vehiclc
(upgraded Titan 34D)

CMU AF Electronic
DSCS III A? Space Defense Satellite Communication Oyatem (secure

voice and high rate data transmission)
DSP AF Space Defenan Support Program (satellite in

geostationary orbit plus ground support
eqAipment for monitoring ballistic missile
activity and provide warning of attack)

E-3A (RSIP) At Electronic Radar 8ystvm Improvement Program
F-16 (Falcon) AF Aircraft Multimisuion fighter
F-22 (ATF, Advariuad Tactical Fighter)

Ar Airrtraft Air superiority fighter
TIJ. AV "pace Inerti-il Upper Stage (uppnr stage tor Titan

III and Shuttle)
JSTARS AF Electronic joint Surveillance and Target Attack Radar

:iys'..um (batt. to mangoelnent and tLget: ing system
uflnq modified 701/ n(aet to be coilled E-BA)

1T1DO AF E(,t.rteirc Jo.l1rit Tactical Information Dlitributlon
System (advanced Jam-resiwtant, computerized
radio

Kc'-13')P (SLrt.otankvr) -%F Aircraft Tanker aircratt (modified KCl135A
incorporating new engines, pylons, nacelles)

KG(-44 (1MOP) A? Space Defense Meteorological Satellite Program
(Block U))

LX;M-118A (Pracek,,rper) At' Mlsile IC'iM (also known as MX) that in currently
n i to- yl,-Qd

Navstatr (ilI AF Nploc:e NavigatLion sat,,' ,te Timing and Hanging
CGlobal Positioninq System

Rail Oarri ron AV Other Program to unhnn, , the nurvIvabi Ii ty of the
ICBM systonm by deploying Peacrikeeper- on
I.rains u;nri nation's mainline rall network
(Includes t rainn and alert, shel tern foe-
t ra ins)

WWHCCO (WIS) AP Elect.rordc Wtorld Wide Miit.ay Command and Control System
AAWS-M (Javelin) Animy Mis lie Antt.tank Weapon Systim

S.. . .. . .. . ...... ....... ,...-..... ....... .... . ....
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Table 2.1-oonti.nuad

Weapon
PorvServit~a 'Type Description

ADDS Army Electre~idc Army irata Di~stribution sIystem (hybrid of PLRU
(P'osition Utoatirig Rerportinw~ SY~Rtilil) Mid JT1

AFATD5 Army Electronic Bttlefil'~d Man~agem~ent and Der~iuion Eupport

AOM-14A (Hellfire) Army' Missile Helicoptsr-launchod air-ýto-uurface "erminal
homing missile with variety Of Looker modules

Ail-64 (Apache) Army Huloi. Attack houlicopter eqL~pped with nifiht and
adverse weather capability

A14-66 (Comanche) rm Haol Helicopter to fufill "~mIs armed
reconnaisaanc~e/Uight att~ck mission

ASAS/NSECI Airmy Elect~ronic All Source An~alysise sOy-,em/Enemy ý'itu&Ulon
Correlation Element (ASAS is the control
vubsystem for the tntelligerca/PI'leettonic
Wtirfar'e subsystem of the Army colmmand atid
C~ontrol ~yatfmm

AflM Armty Vehivia Arliored 13ymtem Modeirntfzat.ioni
ATCC13/CHS ArM, Eieutranic Army Tactical Cuuruntind aind Contrul .1yatom

Common liardware/Software
00ci-7'lC/D (TOW T..) Army M11461.1 Tube launched, optically trackod, Wire guided

rurfacle-to-surfacenand alr-Lo-siurfacirt misaille
CH1-470 (Chinook) Army Halo Medium tranmmirt. hn1{c-optor
VAAD C.21 Army Wlectrinnic Vorward Area Air Defense Command, Control, anti

Intelliuencel C~t netwomrk tying~ FAADLI wnapons
tognt her

P'AD[I 1.011-1'-1i (ADAINI) Army MIcuHI n Votward Area Ait Defu~so Nyst~ott I-dra of J1UhL -
Forwiard-Huaivyl ADA'11 Nilt Dufemriuc AnLI.-Tarik
slynt~em: laser hemamnirder misullet replat1ement.
for Iqat York: mounted on IBradl.,y ItIVI

PIMDOf 1,011-8 (Avenger) Atmy Miusile Votward Arn3 Air Defanrint fiyotttin Line, of aipht-
Ruart aM,!q INS or Potiontal Mount.0d 1111: trl~r;tr to
bo launched from Hig~ch Mobltity MuIlt-Jpurpooo
Whonled Vvhtrlio

rFAfln Ntfjfl (PTX1-M) Army Mi-M.3I-l Fomard Area Air D~efencse ,Jymtem Nontlnri ot
.IJqht, FOGI-M - ilbel; opi~lc! nuldod M~s1om; tii i
ix! launched I ur im Ohthor I loh MuhlI lity
M1u I t; I11 noXjif,o V 111 ciar) or MIPW1 Vilic . o1

l~ly IIl~i~)Ariiy Vvhitico himn ty of Ifunvy Tacti-Ical Viihic ion Ni lIot i tu.1

r-(trtttJit r1 oft tritr if, tnrvt~ct wi~ i riP cI'; ri1 iCdt

t)id/tit/i i rirl r-pii; t y phir [#,' tri n t.i-el I1or-

mmcci alI 1
P'MIN Ivriy Vr~i i C, Iu I! o VITly Of MnII 1111T1 Ttic kcd Vo ILC I 1(1 ),.I Lo lu Lon

vfih ir!:) ocr il tori for mis Ii p~tricirin t. i.'Olipot L

&NIMPAIM Aliry Ni tiil III 1.10ill. TilftiCt.I Io MiIUV 111110 ) lcrcOrI n/lt
FINdetI. ito ml tics ii XI'M! inl litibriIIe (Crwirtollll

11isriric whI cl t.uCinltuioUIt I' :tiapport. af, t. i ve

Irlil. tirti r1.s Iil dl If Ilir.it r II-li'iI fwjj uInr 1c

oin turovirllnt1 riI I- du~vrin i III* il~itrIil 0.I Antit-
I at I". M~illct III (ATM)

tla rtiimw A; r.w I 'r Ity F 1 rotI mii i: File CE I C3 kitl odi .in
IIiltiilxiw 11 1i t I Icr Alltr'/ Miciw III Alr Ii Cit U iiini

M.- I (Airromil Arlity 0i/. Ii ii at 111tr cim i hiilt ly itrinliltI, futlly I iiickini voch Iri
M 2/ I hril ihty iVtt I At n V. l I ti , lI I I V I l to ko ,1 i I, I I' lit I .ii1.i I I yi ,i it att I

r-ilvary vvlue It-

M ;!f IMI.W;I Atiny Muni I nii Mull pil I., jill 14,ir*0t iytiu al Ii It.I'i tcwnket
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abl*e n.1-cont'anued

Weapon
Program Nervice Type Deecript ion

M?#M-140A I(AACMS) Army Missile Army Tactical Miamila System (improved
conventional missile designed to attack targets
beyond range of cannons and rocketn: to be
fired from M270 (MLRS) launcher)

MIM-104 (Patriot) Army Missile Surface-to-air missile that provides medium to
high altitude air defense

MLRS/TGW Army Munition Multiple Lauinch Rocket Syntem,'Terwinclly Guided
Warnead

MSR Army Electronic Mobile Subscriber Equipmenrt automatic switched
digital secure voice and data tranisminsion
for corps and divisien users

OH-5BD (AIIIP) Army Eluctronic Advanced Helicopter Improvemernt Program
(modified OH-SeA with TV, thermal imaging, and
ieer rangefinder-des igna,.or)

SADARM Arty Munition Sense and Destroy Armort munition to provide
enhanced counterbattery capability for 155me
howitzer and the MbLRS

SINCCGAHS-V Army Electronic Single Channel Oround and Airborne Radio System
(VHF-PM corbat no(t radio)

UH'.60 (Blackhawk) An'ty Helo Utility helicup':er formerly called U'II'A&
(11tilitv Tmticol ltrmnsport Aireiraft System)

AGM-O3A (IIARM Navy Mismije High speed Anti-., diation Misuilej &ir-to-
surtace missile designed to destroy enemy
r~idars

AGM/RiM/UGM*-B4A (HARPOON) Navy Minnile izir/nhip/submar.'ne launched anti-ehip missile
AIM-120A (AMRAAM) Navy Miusile Advanced Medium Range Air-to Air Missile

(Sparrow replacement)
AIM-ri.1 (Phocnix) Navy Missile Air-to-air, all weather long range missile with

improved perf and reliability over AIM-54A
AN/ALQ.-16, (AB1'c) Navy Electronic Airborne Self Protection Tanmmr (defensulve LCM

for tactical oircraft)
AN/AWi-IiA4 (lAMPil MR[Ii) Navy Electronic Light Airborne Multi-Purpose System: computer

Integrated ship/helicopter systeml the aircraft
subsystem i" the SH-60B Seahawk (a derivative
of the (114-60)

AN/I31;Y 1/1. ('! UACr) comb) Neivy ElP:ct:rcmi c tAkiMnrlne Advanced Combet information Systein:
AN/nSY-l [or Lou Angelon close attack
nuihmrir~nesi plUiS AN/NI;Y-2 for I;eawoWl.)If ctur,-
attalck .Tubmari no

IN/lilY 2 (MI IA :t ) Navy El{cc-rokil! :IItma ri no Advanced Combat. information !lystam
fotr Oawolt claus attack usnul~rrilte

ANI/,9WQ-tF'q Navy Electronic Surface Ship ASW Combnt Sydtotm (provides
uurfacu shhipt. with capability to detect,

classify, and track enemy srubt' at long range)
ALIJ/QY I Navy i: (,ctror Ic
AN/'ITrlf 71 (IROTtIR) Navy Electronic
A.-t; Navy sihip Fast combat suppirt ship (delivers amumo, luel,

and provisionr to battle groupi)
AQM .UV/A (klIATl) Navy OtSho.r ,i3upfrnonl ic low Alt I t ude Target; ttlupersoniv,

rnmotely cant rol led, recoverable target vehicle
AV-FIH (HarrIer 1I) Navy Aircraft improved version of AV.BA V/rT0I,, light attack,

clone air nupip•rt a irc:art
BPIM 10I) ('P'omnhafwk) Nivy Ml ctlhi:t )h Ip/wmrLari n Iinrich-id land at tack and ant.i-

ship misnlls (fimormerly called U11,CM or lea
launched Cruiise Missile)

C /M}I 'A (A I .W r t.itli otl) Nvy W[ lo ':hIrxr wrd. a . ompat ib l, heavy t rtan purl:
he I icoptor

C(1 47 (Auqd Cruir tr ) Navy hhlp Ticonrdet-r(a clau ctmufruii.r Iitt rd with Aegis
rr mbhijt. ,y ; :tt-(m
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Table 3.1-ontitnued

Weapon
Prora Service Type Desefrption

VVN ') , '73 Navy Sh~p Nimitz claso nuclear powerad carrieri6
CVN 74, 75 Navy Ship Nimitz clata nuclear proered carrie~rs
CVN-'16 Navv Ship Nimniejar Aircraft~ Carrier

D 1Navy ship B-"w class guicled missiln destroyer
~.2C (Hawikeye) Navy PEloctron1c Carrier-based early warning, strike control arnd

nurvoillanco aircraft.
1,1 bA Air, ('ettn (Ilne ' Nxv/y Eetironir rBacic E 3 aircraft to replace PV.-i3CQ tor

providing reliable and Pecure con nunicac~ioris
from National comimand Authority to Pleat.
!3alligtic Missile Jubwnrines

EA 611 U) ;raLio 'Nocw.ler) Navy PNleutronic tnprovecl capability electronic cou.ntermed~urez:
for KA -6H

V I4UlyinoLNavy Ai'c~ratt. Carritr bhined air dilforie fighteor; hail new
rnungi, new dligial avlonica and itpcraded radar

P/A IlH Ololuint.. N-ivy Aicrra ft. Cir-ic'r b;aapd, mult ii-min) MM) n tnrtt.in na1ai -reift

Naivy r,1 -4t'I!i i trm1LI nlit- ribit: ekn S'ntcr~im parnl~ vc_ icounti,12
survi 1 ilance tIiytr Fit- Tloýait inu nubn

IxAC Navy 14W.p Laticiig t,:rnft. Air Cknh~iong provider ahilp-to
Fiin~ru t-ranoporteition 0,ý men and equipmenil.

HAID.- I C iwin) Navy, thip Wnrp rleani -'irphibloun asauoult Bhip (dLoigrnod to
1.*inri Marno" forcorGI

NITn 41 (Citl o Variralnt) Navy ip Vfirlent.r of LSD)4 1 moili fled with nmallirr docktnq1
wa ii to acc~olpmr(Ina~i floro t:r Onpa #ano
utiliti u-2t I) arid tiavi or-duty rrilt'inJr

Mc 'M- I NaiVy Shi.r Avuriqrter c-la~no Mine. ouliternoijurieo sWh.p
MM-IN IAIVAI-) Navy Mirn I 11 A11it ional CAPobij ity, abaln dn2ll

~ri.flverit.J Tlala), wire quided, acount.ic homning
tot prdo 1tnorl tor ba ilc NI<-48)

MN8 "0 (VPel 1:110) N ivy Mi wi I lu Advan~ced i gnitWe qh,. IT-rpeclot tih ij; or oi c rait t

it~ IM(iM, tll1 iI~/1 Niavy m i.n io ic 'hL i) IaiiuichoA Lltld oa r11,C IT)ill!)) I,i MP
Mrtiled A' tafll and 1NH Extermdrid Hancjo

.1:1 1.0L. (("B* MiNlo) Novy 1,; 1 ot I oil i c iovIdmi varri-iri iriter evri NOW protutcic Ion
01an i rfPra; Nd rr' ll~iiLl n

il II-I I i
t'.',v: :A;u.; fry -ii.'.lt i:Iin ut wn itca 1,-it iwetn -,tl t L,.

Liiiqmuir IL ,

y.i,nrion it ul it itim Ai~ror;Iin~ic Miwk)

rA i I N. ivy~ ll:i:; p IAO 1~4* :lL w i~i f mm-rilii
T t 1,: 1- 1 S~t 1 1.ii iLci ifi iu T r~ Iidi'LLIt. 1 . Til~rtdtLl i ii Itý

:104L rin~i.!L (:LItrl irit WIth It 11 4)T- 1tl

1L MM I i !.A It i, ii I I Ni 1%,y' 'i :1Li ' -II Vit.I Or I ,v 1 1LLt I -it-I I t-I k 1,i 1ot. P in 1. :: 11

l.") 1 1 r~~w , it I t!, ivy :,I - I, U'P IV V I Il ot,- 0ii CoI t ii ;IiI III %i
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Table A. 1-continuod

Weapon
Program Service Type D.scription

AQM-6UA (Maverick TV) AF Missile TV-quided ait-to-surface mispile
AGM-65C (Maverick Laser) A& Micile Laser-guided air-to-surface missile
AGM-69A (SRAM) AP Miusile Short Range Attack Missile; supersonic air-to-

surface missile armed with nuclear warhead
A3M-86B (ALCM) A' Missile 'ar-Launched Cruise Minsile
AGM-88A (HARM) AF Missile High speed Anti-Radiation Missile; air-to-

surface missile designed to destroy enemy
radars

AGM-136A (Tacit Rainbow) AF Missile Air-launched, loitering, antiradiation missile
AIM-7M (Sparrow) AF Missiln All weather, air-to-air missile
AXM-9L (Pidewinder) AF Missile Infrared seeking, air-to-air missile
AIM-9M (Sidewinder) AF Missile infrared seeking, air-to-air missile
AN/FPS-i8 (tITH-B) A? ElrcLronic Over-the-Horizon Basckscatter Radar
ASM-135A (ASAT) A? Missile Anti-SATellite missilei modified SRAM first

atage plus Altair III second stage
with miniature imaging infrared homing warhead
vehicle

ATARS AV Electtonic Ad'anced Tactical Air Reconnaissance Systeml
focuses on development of common systems for
manned and unmanned reconnaissance family of
EO/IR sensor suites, datalink sets, recordecr,
and recon management

3-1A (Somber) A? Aircraft Strategic bomber
B-52 (OAg/CMI, Stratofort.) AlP Electronic Offehsnive Avionics System/Cruise Missile (mLCM)

Integration
LIGM..109G (ILCM, Gryphon) A? Missile Mobilo surface-to-surface intermediate range

nuclear missile; aka GLCM or around Launchod
Cruise Missilo

C--5B (Galaxy) AF Aircraft, Transport aircraft (improved ve~sion of C-SA)
CIS (MARK XV IFF) AF Electronic Combat Identification System (Identification

Friend or Foe)
CER•, AY Other Common. Strategic Rotary Launcher
8-jA (AWACS, Sentiy) A? Electronic Airborne Warning and Control System; modified

707 aj.rframe
E-4 (AADNCP NNACP) AF V.ect'onLc Advanced Airborne Commarnd Post, modified 747
81F-111A (TaJr Raven) Ar Electronic Tactical Jamming Sy',tem, modified F-ll'A

atI r f riutle
F.1* (Knq1r) AP A.lrrft Air superiority fighteor
P-111 A/D/V PV AV Aircralft Tact. ical iqht(ur
P 1'. . l l.) AF Al rrcaflt Air aupariority tighter
111 1.60D (Niltht l1,wk) AF He 1I Combat. tearch and rrincle/dpeci il operat.unrv

hal icoptl.r
t--lA WAIPE) AF Pflectronic triter-Servlce/Agoncy Automated Moesnfu

Processing Eixchange
TDS (Enrharnced LOTS) Al" Nlactronic l.High iati-.jam rejiutant. voico cotinuriication

syutan
V 10A (ExtLrjnder) AF Aircratt Tanker/cargo atr'ciraft (modified (X. 10)
L.,ot, bormtb c uLdance AF E'ectronic tow Level Laser Somb Guideancf Kit (1ka Paveway

.I Tr) conrm;ts of ]L'alor bxomb guidance kit
attached to MK-H;! GOBU-.2) or MK-H4 (nn(U 24)

I.XIM .t300 (Mirl utmtnl tll) At' Milu I It! 'hrec ritoqo, null d p)ropellant ICbM
MLIN Al Hl,.:Crotl Mlct owavo Landing tlyst.em (precl aioin apiiroach

radar )
AV Enectron•lc Precinion Locitt In1 Strike Hystems
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Table 3. l1-ontinued

Weapon

Program Service Type Description

UXC-4 (TRI-TAC) AF Electronic Joint Tactical Communications Program (tactical
multi-channel switched comnunications including
AN/TRC-170 digital tropscopic radio terminals
and the Communications Nodal Control Element
(CNCE))

AOM-136A (JGL1'acitRnbw) Army Missile Joint Service Munition
ANICSra-10 (TACFIRE) Army Electronic TACtical FIRE direction System (integrated on-

line tactical cumputer system for use by
field artillery units)

AN,'TTC-39 Army Electronic Circuit switch

AN/USQ-84 (fOTAS) Army Electronic Standoff Target Acquisition System; consists
of airborne surveillance an'd target acquisition
radar (mounted in FH-60C) plus datalink to
ground

ARVS (Scout) y Vehicle Armed Ptconnaissance Vehicle

SGMM-71A (TOW) Army Missile Tibe launched, optically tracked, Wire guided
surfacn-to-surface and air-to.surface missile

PGM-77A (Dragon) Army Missile Medium •ange,. wire guided antitank missile

FIM-92A/B (Stinger/Stinger-Post)
Army Miscile Man portable, shoulder fired surface to-air

missile in disposable launch tube
HLH Army Halo Heavy Lift Helicopter
JTIDI Army Electronic Joint Tactical tnformation Distribution System
LAV Army Vehicle Light Armored Vehicle
M-109 (fliwlLzor) Army Munition Self propelled howitzer
M-190 (Med. Tow Howitzer) Army Munition 155mnm Medium Towed Howitzer

M-60A2 'rank Army Vehicle Diesel powered combat tank
M-712 (copperhead) Army Munition Cannon launched 155mm guided projectile (homes

on laser beam projected on target by forward

observer)
M-988 (DIVAD flgt York) Artrl Munitron DIViolun Air Defensie gun ityirtumt combines twin

40orm guns with sophisticated fire control
systein; chassis to have been modified M485 tank

MUM-1318 (Pershing II) Anny Missile Mobile, interrodimte range ballistic missile
with nuclear warhead

MOM. 50 (Ilance) Ary Missile
MrM-1l1 (Roland) Army Misaile Short range surface-to-air inilile w[ih vehicle

mounted fire unit; ,uropean-designed
MIM .31 (Ilnmp.ovt.iv Hawk) \nMny MMIOUi I Mr{dillin rongov air dotrmn.ld mir:. If', againr-i lw tU

In,,lium ait irid , aircraft.
101V Army Ot.hr Au La; ninall propul lh•r drivwri, out.o•mtl. [crl

r:.iLttrollUd pilotL. 1ic , .ILtrr:ta [t for tatg t
acquisition, denlIgnri.ion, er•conni etncce0nd
dinmage avm•imeint

aH .rq in rd Anmy M. Itt (Ic 8"1 project llros aopahbl of targ.t- l(tckorn

after launch
"sprint and -.hn high altit ude flpartart

5"t hlidud I.oj(oct. I l Nvy Mun iht Ion smni ,active laver qouided prio I:t. Il
H' (i hjd-ul Pro iecr:tir Najvy MuinDt.:. Inr Fr ily of gin; l unhric-ho t.urinintil nIminiju H11

proujer.t I 1cu

A EItV/li (Intruder ) Navy Airctraft. Carrier boaed attack iirc:ratt. (uhip arid land
r ardlo.ti)

A '/F (Cr thir tI) Nivy A ir'(.Al t canrrier baisedl clotw air fluti 'rt- and
Int.ordl:t ion ,II nt-afl.

Atiq i:, Mk 'I Navy E I ccuto roal Ant C. Ati.-ir deofo nvi uyntem i ilin advancod conrc,:pt
r'di.r nyrot urn arid , rmedl wit It h t.orid,l ra iii i ,ti la

AIIM 1t3A (coidor) Navy Mili ti n •t.rlidtit I, air lu-t.0 u tI c , ,O) QUtldtd 11li[ii tiO

AIM .4A tilhourlix) Navy Mimi- i• Air t'o air, all weat.her long rangle tuis)ilu
AIM IM ();marr-iw) Navy M1Ini Ihi All waLhr, air-to air inlkit loi
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Table 3.1-continued

Weapon
Programi Service Type Description

AIM-9L (Sidewinder) Navy missile~ infrared meeking, air-to-elr missile
AZM-9M (Sidewinder) Navy Mj selle infrared seeking, air-to-air missile
AN/SQ)R-19 (TACTAS) Navy Electronic TACtical Towed Acray Sensor
ASWSOW (Seas tance( Navy Milsile MNh-125AI Anti -04.marine Warfare Standoff

Weaprini SUBROC replacenent
Battleship R~eact. Navy ship Reactivation of battleships New Jersey, lowat,

Missouri, and Wincona4 .n
CGN-39 Navy Ship Virginia class nuclear powered guided missile

cruiser
CVN 68, 69, 70 Navy Ship Nimitz claso nuclear powered carriers
CVN 71 Navy Sh ip Nimitz class nuclear powered carrier
OD-963 (Doutroyer) Navy Sh ip spruanicc class deetroyeir
F-14A/tI/C (Tomcat) Navy Aircraft Carrier baenrd air defenae fiahter
jFFG-7 (Ciasq) Navy ship Oliver Perry class guided missile frigate
)4FAJ S5ystem Navy Kle~ctronic High Frequency Arfti-Jami System) oem0t'n to

ncquire )*'/M communication systemi to meet
Battle Group and tactical support needm

111110 DTOMA Navy EIinctcond C Joint Tactical Information Distribution
Sykitem/Distributed Time Division Multi~ple
Access

LHA (Assault Ship) Navy ship Tarawn class amphiblous assault. sh'ip (dupioyn
Marines by both helicopter and landing c~raft)

Light~ Armrired Vehile~ Navy Vehicle Marine version of Army LAy
LS)J-41 (Basic) Navy ship Whidbey Island clans landing ship docki

pruvidea transportation and launching of
amphibious craft~ with their crows anrd aenharkiniq
pervlonral

MK-15 jPhalanx C.1 S) Navy Munition Close In Weapon Sqystem; automeati'~aily
controlled gun system deasigned to provide
den" se agi'lrtst ciaoe~ In nea ski rmng

MK.4ui Cl114Ult'tXA Navy Mit~inie t-3u)Iarine launched, long-rarige, hitth apeed
'CnrU~tit: homing L(Irp~tdo

MK-60 (Captocr) Navy Munition rinCAPsulated riujJpadot Wrne contsinting of
incapsttlatend MK-46 tornco~d

NATO AAWIA NiIW Cthur Anti Air Wartarv Oyntttuml NATO c~oliq l~abt~ivn
davri opmerit uncnmpnonriq n dritcicit. Iothrragh
ougat~ietenn capability,. optimized t~o irot-L t-he
,,itil.I. "l iph rruhi, o 1,1riti~rt Ir h .,! r t.h'1. .)t.

ha rdki 1arird ru ftilIIo gutgagmorit L euourvcci
NAt) fPlM l~y.Irut il I Navy Oh1ilp fPejauunr cdos paLrn I comhaEAnt. -i niu lo1

lhydrtfnio I)
11 3C (Ot loti Navy 1,;1ectronlr. lond based ou. iiritisbirl ne pal-rol~l ii rcral
11 .C Wi) t)r id Navy lr*t't i Avionict; lpdlt' (nn Ut P-3d
V 7IA 1lPAACA) Novy Alrcttuft, Iuortq linwo Air AIAW Capoi Ii ity Al itraft.
St -iA (V i k I ncT Najvy AI rcrro ftt Carrn or 0arronl ,art. i -fnil-no rI Itic pait-t n l i I r itr~t.f

flttI'P:~;Naivy V I w1r ot t t i I it '11vn'iII rio. n 'wod Arraiy r5,tirtr tiy: ii ct
'I' ldn il.i I lNtttlt Navy' ";h It o C~Iu r) hirn Tr I drirt I' I : i i t t itoIIc iii r;t t 1c,

tu~~~irnabr 'I I tr dN f 131)
1PiM 96IA (TI 1110r1- 1) Nay,' MH no lu libmaiIru' 1,1iitnrho hall rtl. Ic fltoll h!
VAX;T Navy Nht ol nicti Vvriiit. II. Avio-n itri ttintliop ot. ilit 4tinrtt-t

I NAI2I IV1-I ', I~t NOTI ('011ETE OUP I~.Il TO At 1d iNC I; OV I N11i YEiAR; DATA

C' ')A (Cliki ty I Al"' Aircridta 'Ireiririp rt. at nt n-at.
t I Al'' fl i'r' Dl umloto .rtl uit i t r 'f uti C(1 atnj11 . irit fly tor Y 1.11 (11r,111

voi ho arid t1iuI rat o tioa t. otir rr

P't-i I1A (Hotatrit ) AF' Al r'r,-I t M4!djurn rtruc1 tatq kIm '



Tabl* B.1-coZnti)1ued

Vitapon
Pr!:Eq Lair Sezv ic re pd t)ýw. Decriptiofl

LA3-,-.30F f nMrut~az 'dl!Z Al' M S Three staege, solid propellant ICEM
&R-~i6 (Choyrvnne) Armly Felo Attav!; helicopter

m-m Arnnr VC!IdCle Main flattlp 7ank (formerly MBT-70i
MGM-51 (Shilletagh) Ar,-V m¶issile Tank-fired, IR-gaided, optiu.,-lly-tracked anti-

tAnk r'ikiile
AJI/30Q ',Nawl- Flectt~roic Sonar for nuclear att.~ck qubnarirnes

AN/W~JS -13 IVA Navy iFlec*.ronir: aubmaiione ~nearch sonar, active/par,,i.v
14 .eX -3Nnvy Electrý'-Iicý Sonac for patrol ships

AV-RA Ularrer) 'lavy Aircraft VISTO1L, ii.ghL attack, close air qupprtt
.2i1(ra,.

uE~l~~ l:~.- )Ndvy '.hw Kniox t'ar escort. (now rec1.asoifid ,as
frigat.es)

[-kA' AAW ACKI Navy rlcr'trnnic (jul'ied Msaqile l'riciat~e Anti-Air Warfare
Moderrnizat.ion (*a iqiprove effwctiveness of
elect-runi':E and minoile system)

ISN- C1 i o e i I 'N Ship sturgeon clasn nuclear act~ack submrarine
ýINObNavy SIhip LtiPscomrb clauis nuclisar attack submarine

tiGHi 73A (Po,;,c.Idon C 3) Navy Miqslao ,.uokiine launched ballistic milssile



C. PROTOTYPR DZSIGNA'flON

Classification of a program as to whether or not it- wa)s prototyped

is inherently difticult. The information reQuired to make that

assessment is often not available, and the available information is

often ambiguous. We have adopted a .road definition of prototyping,

developed as part o-" other RAND research, The basic definition used

here is given below:

A pr-ototype is a distinct product (hardware or software) that
allows hands-on testing in a realistic environment. In scope
and scale, it represents a concept, cubsystem, or production
article with potential utility. It is built to improv3 the
qudAlity of decisions, not merely to demonstrate satisfaction
of coritiact ,upeciflciLt ions. It. is fabricated in the
expectation of change, and is orierited towards providinq
intormation aftfecting risk management decisions.'

B3ascd on the amount, relevence, and quality of informat,."On

available, we have also rated our confidence in our prototyping

designation: high confidence implies that the information we had

ava i li Ih . was, enough totr ut.Lu unambiquous 1ly apply nur defin ini on. The

sqource ot i nuormat ion is indicat-ed ,s ! 1,

A related notion is that of precedent: was there previous

(Xj)4l21 - J'it ( 1 wi ,i t.im ; .1 &i;.ri t.yvr ,ii1d/o01 technvoloqy, and1(1 it :1o, what typo

ut (!Xp, ul iu 2L. GuIiut ally, Lite saUteIi i Itut [li, M L ,1j *I quti I ed It(t ima:k ianc t. hek,

t ii, j,, ' [iri, J t: irolt Flyp:,, i x vi I'. toq~~i Vi ,2,. t jal evitiil i : ii i'''l'ls., (B, LA t

t I d , itii',' I'r rt I ni I " i Qat .-..c . , : a! ji" ot '' t ,y|2.: it' I I I I

,i'ly i•,c , 'lov I . Idiir t 'fsV Piiit V nri ()I,1. '. .n 1AitI:c: rt f :

S11, iit' ih , -I I"ii ,ll'

"1 15 , 11'~,' 11',) 1 1 -\N e 1 -'' "t1)t ) ,rc i, I I I' t' f 1 1:, -
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D. MODIPICATION DBSXGNkTLON

Table D.1 indicates whether the program is a modification of an

existing program or a new program start. The determination was made in

part based on information used to make the prior experience assessment

in Table C.I. Modifications include major subsystem upgrades,

replacements, add-ons, life extension programs, etc. Modification

programs often can be identified by mission and/or capability chanqes to

exitirnq systems and are sometimes associated with a charge in

designation (e.g., "A" version to "C" version). Nondevelopment item

(NDI) programs are considered modifications.
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Table D. I

modification Designation

Weapon
Progrum Serviue Type Mod? Comnients, etc.

A-10 (Thunderbolt) A? Aircraft no Built from scratch
A-7D (Corsair II) AF Aircraft yes Earlier A-7,s (Navy versions)
AAQ-11/12 (LANTIRN) AF Electron no No precedent
AM4M-131A (SRAM 1I) Ai Mirsile yes
AGM-121A (SEAM-T) AF Missile yes
ACM-134 (SICBM) AF Missile no No precedent
ACM-136A (Tacit Rainbow) ýF Missile no No pracedent
AQ24-65A (Maverick TV) AF Miusile no Original version
AGM-65C (Maverick Lideer) AF Missile yes Seeker mod
Ai.M-65D (Maverick) A? Missile yes Seeker mod
ACM-69A (SRAM) AF Missile r13
AGM-868 (AL.i) A? Missile no No precedent
AOJM-88A (HARM) AF Missile no
AIM-120A (AMRAAM) AF Missile no No precedent
AIM-129A (ACM) AF Missile no
AIM-7M (Sparrowl AF Missile yes Earlier Sparrows (IF', ILO versions)
AIM-9L (Sidewinder) AF Missile yes Earlier versions
AIM-9M (Sidewinder) AF Missile yes Earlier versions
AN/rPS-II8 (OTH-B) AF Electron no No precedent
ASM-135A (A9AT) A? Missile no No priscedent
4TARS A? Electron no No precedent
9-lA (bomber) AF Aircraft ro New development
B-Il (Lancer) AF Aircraft yes Upgrade of B-lA
B-52 (OAS/CMI, Stratofort) AV Elee•ron yes Avionics upgrade
BGM-1090 (ULCM, Gryphon) AF Missile yes ACLM/SLCM derivative
C-.17 A? Aircraft no New development
C-5B (Galaxy) AF Adircraft yes Based on C-5A
CBU-97B (Sens Fuzed Weep) AV Munition no
CELV (Titan IV) AF Space yes Earlier Titan systems
CIS (MARK XV IPF) AP Elecc.ron no New technology
CHU A? Electronic yes
CSRL AF Other no New use/new tech
DSCS III AF Space no Unique satelite systems
DSP AF Space no Unique sotelite systems
E-3A (AWACS, Sentry) AF Electron no New development
F-3A (RSiT P) A? rlect.rinmic y en
E-4 (AABNCP NEACP) A P I -ec tron no New ac (boei•g 747) with new

electronics
EF-tIlA (Raven) AP UIectron yes Mis ion/avionics change
F-Ill A/D/E/F A? Aircraft no Original vwrsion was new
F-15 (Eagle) AF Aircraft no Original version was new
F-16 (Falcon) A? Aircraft no Original version was new
r-22 (AVF,Advanced Tactical Fighter) Al Aircraft no New technology
F-5E (Tiger I1) AF Aircraft yes
HH-60D (Might Hawk) A? Helo yes UH-60 derivative
T-SA (AMPE) AF Electron no
rUS Al Spaco no Neu booster developmenr.
JOTARSS AP' Electron rno No precedent
JTIJS AF Electron no No precedent
TTIDS (Enhanced P'11S) A? Electron yes Basic aTIDS TDMA
KC-10A (Elxtunder) Al Aircraft no Doees not count Mod of Dr-10 to

mili tity con tiguration
KC-135R U(L::.-dtanket) AF Aircraft yes New engine
KO-44 (!IMSP) AF Spnr-P no Uinique natelite systems
Laser Bomb Guidance A1 Electron yes This is 3rd gene-ation of kit
LUM-1IIA (Pencfkceper) A? Niinil IoIn No precedent
LUM 100 (Minutemnan IlT) A? MissqiIr yri,
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Table D..-continued

Weapon
Program Service Type Mod? Comments. etc.

MLS AP Electron yeo Part commercial, part new
development

Navetar GPS (Sat.) A? Space no No precedent
Navetar OPS (U.E.) AF Electronic no
PLSS AF Electron no
Rail Oarr'.-on AF Other no No precedent
T-46A (Next Gener, Train.) AF Aircraft no
UXC-4 (TRI-TAC) AY Electron no
WWMCCI) (WIb) AF Electron yes Modernization program
AAWS-M (Javelin) Army Missile no
ADDS Army Electron no
AFATDS Army Electronic no

AGM-114A (Hellfire) Army Missile no
AGM-136A (JGLTacitRnbw) Army Missile yes
AlI-64 (Apache) Army Helo no
AH-66 (Comanche) Any Helo no
AN/n'iO-10 (TACEIRE) Army Electron no New development
AN/TPIC-39 Amy Electron no See TRI-TiC
AN/USQ-84 (SOTAS) Arny Electron no
ARVS (Scout) Anry Vehicle no New development
ASAS/ENSCE Army Electron no No precedent
ASrM Army Vehicle no
ATCCS/CHS Army Electron no No precedent
BOM-71A (TOW) Army Missile no
BOM-71C/D (TOW I1) Army Misnlile yes
CH-47D (Chinook) Ary Halo yes
FAAD C21 Army Electron no
FAADS LOS-F-H (ADATS) Artiy Missile no
FAADS LOS-R (Avenger) Any Missile yes New o pliii;aern of basic Stinger

missile
FAADS NLOS (FOG-M) Army Missi0 no Fire- application of FOO-M

OM-.77A (Dragon) Army Missilo no New Aevelopment
FHTV (PLS) Army Vehicle no Now sy rem derilgn/cuoifiguration
FIM-92A/8 (Stinger/Stinger-Post) Army Missile no
FIM-92C (Stinger-•bP) Amy Missile yea
EMTV Army Vehicle no
HLI Arlny Halo unk
JTIDS Arny Electron no
41'•MD/A'VM Artmy Missile no

LAV Army Vo.h i c: I i no
borqc(wApacher ArmTy i utttrtrlic yos
t~ongbwt1IUirrj Army Mirsile you
M-1 (Abrams) Army Vahi•cli no
M-109 (lowitzer 155) Arny Munition no New devtclopm•nt
M-19f3 (Med, Tow :iowitzer) Army MunItion no r Developed from scratch
M.2/3 (Bradley FVS) ATry Vehicle ito
M-2t (MI.,;4) Artey Mun It ion no

M OOA2 Tank Ar-my Vehiole yet
M '112 (Coppnr head) Airy Muni t. ion tin
M 1.038 (OIVAII S'qt. Yoik) Atry Mon ,t ion NO
MGM 13111 11ioP rihinki It) Arvy Ni14f, il, youl
MIM 140A (ATI'APM.i) Army Mi ntle no N.o pier"dennt
M; 'I (l ocY) Army MLIuil' IiI,,
MIN 10t4 (ralra it ) Ani/ty 1 .i Z3:1I I ii1

MIM1 1i', (Iolinld) Arn/ Mlnoqi I ti yw -ynilm . li-rrilr WIO import ,,d with
flonr't nrocii I otiton

MIM i3Li (Iii Ilrovid lliwk) Ai itv mixiui 1i1 yOHr
t41Al1'/iY;W Ai Ity Mruni I ton rio

M:11L Armuy Eloul tril yv; ;fD1 urcnrurri loloonent
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Table. i,.;-conltinued

Weapon
Program service _Type Mcd? Comments, etc.

O(l-58D (AHIP) " Electron yes OH-58A/C

RPV Army Other no
SADARM Army Munition no
Safeguard Army Missile no
SINCGARS-V Arnr' Electron no
UH-60 (Blackhawk) Army Helo no
51 Guided Projectile Navy Munition yes Similar to Copperhead
84 Guided Projectile Navy Munition yes Based on 5 in OP
A-SE/F (Intruder) Navy Aircraft yen Earlier version
A-711 (Corsair II) Navy Aircraft yes Earlier version
Aegis Mk " Navy Electron no
AGM-53A (Condor) Navy Missile no
AGA-88A (HARM) Naky Missile no
AGM/RGM/UGM-94A (HARPOON) Navy Missile no
AIM-120A (AMRAAM) Navy Missile no
AIM-54A (Phoenix) Navy Missile no
ATM-54C (Phoenix) Navy Missile yes Earlier version
AIM-7M (Sparrow) Navy Missile yes Earlier version
AIM-9L (Sidewindez) Navy Missile yes Earlier version
AIM-9M (Sidewinder) Navy Missile yes
AN/ALQ-165 (ASPJ) Navy Electron no
AN/APn-1.24 (LAMPS MKITTI) Navy Electron yes UH-60 Mod

AN/BSY-1/2 (SUBACS comb) N&vy Elnctron no Original proqram was new development
AN/SQQ-89 (ASWCS) Navy Electron yes Integration of subsystema developed

separately
AN/PQR-19 (TACTAO) Navy 4luctron no AN/SQR-19
AN/.IQY-I Navy Electronic yeg
AN/'lITj-71 (ROTHR) Navy Slectronic no
AO146 Navy Ship no
AQMV-.27A (cH4T) Navy Other no
Ak1WSOW (Sea Lence) Navy Missile no
AV-8h (HFatier TI) Navy Ai rcraft yes Earlier version
Bnrtttlenhip React.. Navy Ship yes
SOM-109 (TomahawK) Navy Missile yes ALCM modification
rI/MlI-53 (Suiper St-allion) Navy Helo no

C0..47 (Ar in Crui;nr) Navy rhip no New class
CON-3 8 Navy Ship no New class
CVN bH, 69, 70 Navy Ship no NeW class
C;VN 71 Navy Ship yVH Follow-on ships in class with

changes in systurne
CVN 7'2, 73 Navy Ship yes tnl~ow-on ships in class with

chrlases in gysLems
CVN 74, '/5 Navy Ship yes Follow on ships in class with

chdr'qes in systems
CVN.76 Navy Shir yes
DD-963 (Dstroy'er) Navy Ship no New class
DW_-- 51 Navy s hIp no New clas,'
E 2C (lawkeyu) Navy nluctron yes
E -6 Air Cortun (letitmio ) Navy EI.ct: ton tio
FA-fh Upqri;adt. (Prowlr) NKvv l.:I vctron yen
F 14A ('Tom,:at.) Navy Aircra|ft no
F- 1 41) (Thmrý:t ) Nivy Altrcraft yr..I
V/A IH (In-rt,•t) Naivy Airc-ri•ft. rio

ViJ ( i xrd I)int r i lit on ,;F tl m) Navy E :l• .t Irol yn.i Com rr, cial LvyFit.in conversion
"I.X' 'I Navy 'hiI tit) New close
HI"A.J tiy!lt Om Navy F;Iocut rotn nO
,IItli; tyrI•N, Nivy F:;ectrron no TIoeihzcogy differs frnm basic JTIDS
hC:AC I Navy .11hip no

1,11A (Attilll ,h p) Nivy !;h 1p no Now class



- 8 ?

Table D. 1-.ontinued

Weapon
Program Service Type Mod? Comments, etc.

LHD-1 Navy Ship no New class
Light Armored Vehicle Navy Vehicle no
ISD-41 (Basic) Navy Ship no New class
t5D-41 (Cargo Variant) Navy Ship yen
MCM-l Navy Ship no New class
MK-15 (Phalanx CIWS) Navy .)unitiorn no New concept (gun slaved to radar)
MK-48 (ADCAP) Navy Missile yes
MK-48 (TORPEDO) Navy Missile no
MK-50 (TORPEDO) Navy missile no
MK-60 (Captor) Navy Munition no EnCAPsulated Mk-46 TORpedo. new

concept
14ATO AAWS Navy Other no New development
NATO PHM (Hydrofoil) Navy Ship nn
P-3C (Orion) Navy Electron yes
P-3C Mod (Orion) Navy Electron yen
P-7A (LRAACA) Navy Aircraft no
RIM-66M,67D (MR/ER) Navy Misaile yes RIM-67C based on Std Mal 1
S-3A (Viking) Navy Aircraft no New development
SH-60F (CVHELO) Navy Electron yes Added combat system to SH-60B
SSN-21. Navy Ship no
SSN-688 Navy Ship no
SURTASS Navy Flectron no Mobile SOSUS
T-45/TS Navy Aircraft yes Modified BAe Hawk
TAO-187 (Fleet Oiler) Navy Ship no
Trident I (SUB) Navy Ship no New class
Trident II (SUB) Navy Ship no New class
UGM-133A (Trident I1) Navy Missile no New development
UGM-96A (Trident I) Navy Missile no New development
UHP rollow-on Navy Space no New generation communication set,
V-2ý (Osprey) Navy Helo no New type
VAST Navy Electron no New developmGnt
SDS/GPALS OSD Other no
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